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We analyzed the connection between the temporal and spatial frequencies In
interferametric analyzers, using both Fourier and space plane analyses. The mixed
transform is used to gain an accurate picture of the frequency content for cw signals,
short pulse signals, and evolving pulse signals - - the most difficult ones to analyze.

We performed an extensive analysis on a free space propagating optical switch,
based on acousto-optic cell technology and carried out cazputer analyses of the Fresnel
transform for the most likely configurations. We also performed analyses and conducted
experiments to verify insertion loss, worst-case optical crosstalk, and acousto-optic
cell reconfiguration time predictions for a x4 Fourier domain switch in a multinr le
fiber-optic systen. Insertion loss for the switch is approximately 2-4 dB, wrst-case
signal-to-crosstalk ratio is better than 25 dB, and the reconfiguration time is 880 nsec.
These measured values are in good agreer.nt with the theory, and support our claims
concerning the high performance level of our acousto-optir. architecture.

We recognized the opportunity to process signals in danains other than the time or
frequency danains arises naturally in optical Fourier transform systens. We showed that
N samples are sufficient to sample a sianal in any Fresnel plane, provided that apecifL.,3
nonuniform sampling distribution is followed. We showed that the highest spatial frequenc: es
in any Fresnel transform is concentrated near the optical axis so that the samples nust
be most closely spaced in this region. We showed that the highest possible spatial
frequency may occur in one or mre of four planes in a generalized imaging systen: I
the direct plane, the Fourier plane, the second crossover plane, or the image plane.

We studied a new method for detecting short pulses using direction of arrival
information derived through finding the time difference of arrival at a dual antenna
receiver. This technique has broader application such as to tine-dcain reflectometry.
The key idea is to use a Fresnel transform to disperse a short pulse and its time delayed
replica into longer time duration signals. These two signals interfere after dispersion
to produce a Fresnel diffraction pattern having a strong sinusoidal component whose I
frequency is directly related to the time difference of arrival. A photodetector
element detects the light at specially chosen positions and the output is directed to a
spectrm, analyzer that displays the frequency content of the new signal. The tine-of- 3
arrival and frequency content are now directly related.
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Optical Signal Processing 3

OPTICAL SIGNAL PROCESSING

-- 1.0 Introduction

As the bandwidth of signals increase and as the electromagnetic environment becomes

increasingly dense, processing operations such as convolution, spectrum analysis, correlation,

ambiguity function generation and adaptive filtering become computationally intensive

operations. Optical processing provides high-speed, parallel computations so that digital post-
processing techniques can be used for lower-speed, serial computations. One objective of this

study is to modify the basic architecture of an interferometric spectrum analyzer to include time

signal modulation in either one or both branches of the interferometer so that operations such as

detecting frequency hopped signals, calculating cross-spectral densities, or estimating ?ngle-of-

arrival can be implemented; techniques will be developed for reducing the complexity of the

photodetector array. A second objective is to extend the use of Fresnel transforms for wideband

analog signal protection, and to study how Fresnel transforms can be used to detect the angle-of-

arrival of a short pulse or to detect the pulse repetition interval of a short pulse train. The third

objective is to investigate the use of Fresnel transforms in computing systems. In particular, we

shall investigate improved methods for implementing a dynamic crossbar switch that can be

rapidly reconfigured.
The research effort descried in this report has resulted in several innovative optical

processing techniques ofor improved performance. The research covers the period from

20 November 1986 to 31 January 1990. The major accomplishment can be divided into

three major areas: (1) studies relating to improvements in spectrum analyzers, including a study

of the improvements needed of photodetectors in optical signal processing, (2) optical crossbar

switches that are non-blocking, and (3) the optimum sampling of Fresnel transforms. In the

following paragraphs, we summarize the key results in each area: further details can be found in

the referenced journal articles that have been published and included in the Appendices.

2.0 Spectrum Analysis

Spectrum analysis is probably the more widely used tool in signal processing, independently3 of how it is implemented. Optical techniques for spectrum analysis has steadily evolved during

the past decade, with some notable breakthroughs such as the heterodyne spectrum analyzer3 developed on a previous grant (DAAG29-80-0149). Improvements to this basic concept were

developed on a subsequent grant (DAAG29-83-C0033), in the form of better understanding the3fundamental requirements of the distributed local oscillator provided by the reference beam in an
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interferometric spectrum analyzer. Under the current grant (DAAL03-87-K-001 1), U
A. VanderLugt has studied optical processing techniques to detect and track frequency hopped
radio signals in a dense electro-magnetic environment. One method is to form the cross-

spectrum of two signals obtained from antenna elements spaced by one-half an RF wavelength.

The phase difference between these two signals provides angle of arrival information which is an

important sorting parameter. Previous methods obtained the phase through spatial frequency

heterodyning but the photodetector array is extremely complicated, and the dynamic range is

limited. If we use a temporal heterodyne technique, however, we can use discrete photodetectors

that have much higher dynamic ranges, but more complex readout circuitry. In the proposed

approach, we decimate the array by retaining only every Mth element and scan the cross- I
spectrum past the decimated array. We therefore reduce the circuit complexity, but suffer some

loss in system performance because we require more photodetector bandwidth to accommodate 3
the scanning action. In some applications, the tradeoff may be a good one; we can reduce the

number of photodetectors from 2048 to 64 with only a 6dB loss in system performance (either 3
need more laser power or tolerate less dynamic range). The performance is referenced to the

normal mode of operation in which the spectrum is not scanned, we call this the staring mode.

An extension of the decimated array concept is to decimate the reference waveform in the

heterodyne spectrum analyzer. In this case, we generate only 64 optical probes in the Fourier

domain instead of the 2048 that are normally required. The advantage is that all of the optical

power in the reference beam can be concentrated into the reduced number of optical probes,

thereby offsetting some of the intrinsic loss in performance experienced by the cross-spectrum 3
analyzer. If the system is thermal noise limited in the staring mode due, say, to insufficient laser

power, we can actually improve the system performance by using this decimation approach. At 5
the other extreme, if we are shot noise limited in the staring mode, the performance may be
reduced somewhat because the photodetector bandwidth is increased. The performance between

these extremes is application dependent. Two paper shave been published on this research

effort,' .2 and are included in Appendix A and Appendix B.

P. H. Wisseman analyzed the connection between the temporal and spatial frequencies in
interferometric analyzers, using both Fourier and space plane analyses. This problem is

important because such analyzers provide more dynamic range than power spectrum analyzers

due to the heterodyne action, and the signal that gets through the bandpass filter is highly

dependent on its temporal frequency content. He used the mixed transform to gain an accurate

picture of the frequency content for cw signals, short pulse signals, and evolving pulse signals --

the most difficult ones to analyze. He set up an interferometric spectrum analyzer to test the 3
coupling of temporal and spatial frequencies for CW signal, short pulse signals, and evolving

pulse signal. He tested the coupling of temporal and spatial frequencies. The experimental 3
Ui
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Iresults validate the theoretical calculations for all three signal types. He completed work on this

topic for his Master's Thesis, and published the results in Applied Optics 3 as shown in Appendix

C.
Photodetector arrays have been, and continue to be, designed primarily for imaging

applications. Optical signal processing applications place new and more stringent requirements

on these devices. We need less blooming, faster recovery, less electrical readout noise, more

video output lines, segmented arrays, and so forth. The major improvements, however, must be

in dynamic range and in techniques for reducing the output data rates .A paper on this topic was

I published as a result of this Army Research Office Palantir study.4 The participants in the study

consisted of the authors of the paper included in Appendix D.

3.0 Acousto-iCptic Crossbar Switch

As the need increases for switching systems that serve large numbers of high capacity

terminals, the limitations of electronic switching techniques become more evident. Large

electronic switching systems have always required a high degree of complexity, and, with the

advent of fiber-optic communication, these systems are now becoming information flow

bottlenecks. Fortunately, optical technologies are well suited to switching applications. They

exhibit excellent information processing and carrying capabilities that alleviate some of the

problems encountered with the presently used electronic systems. In this paper, we propose a

3 powerful architecture for space-division switching that is based on acousto-optic technology.

Through the years, three basic techniques for circuit switching have emerged. These include

space-division switching, in which reconfigurable dedicated physical paths are used, time-

division switching, which relies on rearrangement of time-division multiplexed source

3 information, and frequency-division switching, where each source signal is frequency shifted and

discrimination is provided by destination filters. Most of the work with photonic switching has

been in the space division switch area; this is because the necessary optical devices for the other

techniques, such as volatile optical memories for time division switches and broadly tunable

optical sources for frequency division switches, are either unavailable or impractical.'

Aside from the complexity constraints of crosspoint networks, electronic switching has

some limitations that are more fundamental. Signal bandwidth is severely limited by RC time

3 constants, and signals within the switch are vulnerable to electromagnetic interference. Also,

broadcasting is difficult with multistage networks, because electronic crosspoints do not provide

3 signal splitting capability. Finally, lightwave technology is used extensively in high-speed

network applications; in some instances, it may be more cost-effective to switch without

3 regenerating the optical signals within these networks. If switching can only be performed

I
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electronically, nonregenerative switched optical networks will not be possible.1

D.O.Harris performed an extensive analysis on a free space propagating optical switch,

based on acousto-optic cell technology. He carried out some computer analyses of the Fresnel 3
transform for the most likely configurations and used these results to predict the level of

crosstalk expected. One critical issue is to evaluate possible methods to control the RF frequency

of the channels of the cell. The best approach based on current technology is to use frequency

synthesizers that can be set to within ±lHz of the desired frequency with an settling time of

about 100 nanoseconds. Both figures exceed the requirements established for the switch. He also

performed analyses and conducted experiments to verify insertion loss, worst-case optical

crosstalk, and acousto-optic cell reconfiguration time predictions for a lx4 Fourier domain I
switch in a multimode fiber-optic system. Insertion loss for the switch is approximately 2-4 dB,

worst-case signal-to-crosstalk ratio is better than 25 dB, and the reconfiguration time is 880 nsec. 3
These measured values are in good agreement with the theory, and support our claims

concerning the high performance level of our acousto-optic architecture. The results of this

research effort has been published6" and are included in Appendices E, F and G, the latter being

a short summary article written for Optics News. 3
4.0 Sampling of Fresnel Transforms

A. VanderLugt has recognized the opportunity to process signals in domains other than the

time or frequency domains arises naturally in optical Fourier transform systems. It is easy to

show that the Fourier plane can be added to the list, since all the information must pass thorough

a restricted aperture if the object is bandlimited. In this study, we showed that N samples are

sufficient to sample a signal in any Fresnel plane as well, provided that a specified nonuniform

sampling distribution is followed. We showed that the highest spatial frequencies in any Fresnel 3
transform is concentrated near the optical axis so that the samples must be most closely spaced in

this region. We showed that the highest possible spatial frequency may occur in one or more of

four planes in a generalized imaging system: the object plane, the Fourier plane, the second

crossover plane, or the image plane.

This nonuniform sampling is similar to the the visual system in which the region of greatest

acuity for the eye is at the optical axis. It may have application to showing how to properly dilute

arrays in other wavelength region such as discrete element, phased arrays in the microwave 3
region. The optimum sampling procedure reduces the required number of samples by up to a

factor of four, for the two-dimensional case, leading to less computations in applications such as 3
image restoration. This work has been submitted for publication in Applied Optics and is

included as Appendix H.9  3
I
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3A. VanderLugt has studied a new method for detecting short pulses. Isolated pulses of short

duration are particularly difficult to detect. The energy per pulse is typically low and, because3 the pulse duration is short, the energy is spread over a wide band of frequencies in the Fourier

domain so that direct spectrum analysis often is useless. There may be many pulses received per3I unit time from different sources, each with a unique signature. The issue is how to detect these

short pulses and related low probability of intercept signals. One way to help detect short pulses

is to find the direction of arrival through finding the time difference of arrival at a dual antenna

receiver. Once the methodology is established, it is clear that the technique has broader
application such as to time-domain reflectometry. The key idea is to use a Fresnel transform to
disperse a short pulse and its time delayed replica into longer time duration signals. These two

signals interfere after dispersion to produce a Fresnel diffraction pattern having a strong3 sinusoidal component whose frequency is directly related to the time difference of arrival. A

photodetector element detects the light at specially chosen positions and the output is directed to

a spectrum analyzer that displays the frequency content of the new signal. The time-of-arrival

and frequency content are now directly related. One of the nice features of this approach is that

the pulse shape is not very important and that the time-of-arrival can be accurately measured

even if there are no easily identifying characteristics on the pulse.

1 5.0 Recent Studies

Closed loop adaptive processing at optical wavelengths is a difficult task, although

significant progress was made under grant DAAG29-83-C0033. In this research effort, we

began investigations into application that can use optical processing architectures in a quasi-
clc.;ed loop mode, which we call open loop adaptive processing. The main concept is that there

are important applications in which the signal processing environment can be monitored and

appropriate processing algorithms introduced quickly enough to provide a performance level

essentially the same as that for a closed ioop system.

C. J. Anderson has begun an analysis of using optical methods for digital radio channel
equalization. These microwave radio channels are characterized by a four-parameter model.3 The parameters can be measured from the power spectrum of the transmitted signal. Anderson is

studying how appropriate spatial filters can be constructed to equalize the channels. BothI_ amplitude and phase conjugation is required to correct for the channel distortion.

T.P. Kamowski is investigating methods to construct a general spatial filtering operation.

Since the impulse response for processing time signals is real we will use area modulation to
produce the required amplitude and a half-wave plate to produce the required negative3 amplitudes. He has begun to set up the required interferometric optical system and will begin to

I
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process known gnals with known impulse responses to calibrate the system. The longer range

goal is to use 4 computer controlled liquid crystal television spatial light modulator to produce

quasi-reaitime adaptive response. 3
R. S. Ward is investigating a different form of a quasi-realtime adaptive system for signal

excision. Previous efforts demonstrated that adaptive notch filters could be implemented

optically, but that the system performance is quite sensitive to vibrations, thermal effects, and so I
forth. Ward is investigating the use of the auxiliary beam from a signal excision system to

establish the jammer environment and to use this information to set the notches. This work is I
still in its early stages. I

6.0 Miscellany I
A. VanderLugt attended a workshop on "Acousto-optical Signal Processing", sponsored by

the Army Research Office, held on May 19-20, 1987, in Columbia, MD. The purpose of the

workshop was to identify areas in which further research is needed so that the engineering

development of these systems is not impeded. He gave a plenary talk describing my perception

of the University/Industry roles in these development efforts. I
Dr. R. Hartman from MICOM visited in May, 1987, to discuss their development efforts on

a matched spatial filtering system for terminal guidance. VanderLugt described our research

over the past few years; one area of special interest is the scrambling of wideband analog signals

such as those that produced by the imaging systems on RPV's.

A. VanderLugt presented a paper on "Optical Signal Processing" at the Fifth International

Workshop on Integrated Electronics and Photonics in Communications, Research Triangle Park, 3
NC, on October 23, 1987 and summarized the research activity reported here at a Workshop

sponsored by the Center for Communication and Signal Processing at North Carolina State

University on October 28, 1987. I
A. VanderLugt presented a paper on "Decimated Arrays for Spectrum Analysis" at the

Technical Symposium on Optics, Electro-Optics, and Sensors held in Orlando, FL, 6-8 April, I
1988.

D.O. Harris presented a paper on "Acousto-Optic Photonic Switch: A Optical Crossbar 3
Architecture," at the SPIE Symposium on Optoelectronic & Fiber Optic Devices & Applications

held in Boston, MA, 5-8 September, 1989 3
The participating personnel on this research study were Dr. A. VanderLugt, Principal

Investigator, D.O. Harris, P.H. Wisseman, P.J.W. Melsa, T.P. Karnowski, R.S. Ward, and C.S.

Anderson. P.H. Wisseman received his Masters of Science degree in December, 1988, with a

thesis entitled "Spatial and Temporal Frequencies of Short and Evolving Pulses in Optical

I
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3Interferometric Spectrum Analyzer" partially fulfilling the requirements for the MSc degree.

1 7.0 References

1. A. VanderLugt, "Use of Decimated Photodetector Arrays in Spectrum Analysis," Appl. Opt.,

Vol 27, p. 2061 (1988)

2. A. VanderLugt, "Decimated Arrays for Spectrum Analysis," Proc. SPIE, Vol. 936,

1p. 221-228, 1988

3. P.H. Wissman 'v!d A. VanderLugt, "Temporal Frequencies of Short and Evolving pulses in

3 Interferometric Spectrum Analyzers," Appl. Opt., Vol. 28, pp. 3800-3809, (1989)

4. G.W. Anderson, B.D. Guenther, J.A. Hynecek, R.J. Keyes, and A. VanderLugt, "Role of3 Photodetectors in Optical Signal Processing," Appl. Opt., Vol. 27. p.2871, (1988)

5. S. F. Su, L. Jou, and J. Lenart, "A review on classification of optical switching systems",

IEEE Comm. Mag., vol. 24, no. 5, pp. 50-55, May 1986.

6. D.O. Harris and A. VanderLugt, "Acousto-Optic Photonic Switch," Optics Letters, Vol. 14,
3 pp. 1177-1179, (1989)

7. D.O. Harris and A. VanderLugt "Acousto-Optic Photonic Switch: An Optical Crossbar3 Architecture" Proc. SPIE, Vol. 1178, (1989)

8. D.O. Harris and A. VanderLugt, "Acousto-Optic Photonic Switch," Optics News, Vol. 14,

3 pp. 49-50, (1989)

9. A. VanderLugt, "Optimum Sampling of Fresnel Transforms," Submitted to Applied Optics.U

I



I
I
I
I
I

i APPENDIX A

I
USE OF DECIMATED PHOTODETECTOR ARRAYS IN SPECTRUM ANALYSIS

I
I

i Reprinted from Applied Optics

i Volume 27, Pages 2061-2070, 15 May 1988

U
I
I
I
I
I
I
I



Reprinted from Applied Optics, Vol. 27past 2061, May 15, 16MCopyright ID 1998 by the Optical Society of America and reprinted by permission of the copyright owner.

I Use of decimated photodetector arrays in spectrum analysis

A. VaneLUgt

I
Temporal heterodyne spectrum analysis requires the use of discrete photodetector arrays that have a large
number of elements. Each element is generally followed by an amplifier, a bendpess filter, a demodulator,
and nonlinear devices to handle the large dynamic range. When the number of elements in the array is of the
order of 1000-2000, the readout hardware is difficult to implement. We consider decimating the array so that
a much smaller number of elements are used. The spectrum is scanned across this array so that each element
reads out a set of spatial frequencies in a time division multiplexing fashion. In some cases there is no penalty
in dynamic range; in others, the penalty is more strongly related to the reduction in the number of
photodetectors. Similar techniques are applied to a cros-spectrum analyzer that uses temporal heterodyn-
ing to derive angle of arrival information from wideband signals.I

I I. hInducln heterodyne action is produced by adding a reference
The application of acousto-optic techniques to the function to the spectrum. The reference waveform

spectral analysis of wideband signals is well estab- may be a plane wave' or an array of distributed local
lished. A wideband signal drives an acousto-optic cell, oscillators.2 In the latter case, the temporal beat fre-
generally operated in the Bragg mode, to produce a quency is fixed at all spatial frequency locations so that
space-time signal. The optical system produces the identical discrete photodetectors and postdetection
instantaneous Fourier transform, or spectrum, of the circuitry can be used.
signal resident in the cell. A 1-D photodetector array In yet other variations, multichannel Bragg cells
then samples the instantaneous power spectrum at a have been used to determine the angle of arrival of a
rate of no more than once per time interval T, where T signal. If, for example, we use two antenna elements
is the fill time of the Bragg cell. to receive the signal from a common source, we can

A variation on the instantaneous power spectrum determine the angle that the source makes relative to
analyzer is the radiometer. The optical systems are the receiver geometry; the measurement technique
structurally the same; the key difference is that a radi- may rely on a comparison of the amplitudes or the
ometer integrates the detected output samples for a phases of the spectral components of the two signals.
time duration much longer than T. The radiometer, In the latter case, the phase can be obtained by forming
therefore, anlies time integration to data produced by the cross spectrum of the signals received by two an-
a space int grating spectrum analyzer. This mixed tenna elements. The relative phase of the cross spec-
integration, or hybrid approach, allows for the detec- trum provides a measure of the angle of arrival of cw
tion of weak cw signals along with those whose instan- emitters at each. frequency.
taneous SNRs are high. These applications place severe demands on the

Another varation is the use of heterodyne tech- photodetector array and its associated circuitry. Al-
niques to increase the dynamic range by detecting though 1-D photodetector arrays typically have multi-
spectral amplitudes instead of spectral powers. The pie video readout lines, the composite bandwidth usu-

ally does not allow a readout every Tseconds. Instead,
the light is integrated for a time interval longer than T
seconds, and the resu, ing system is, therefore, not
information preserving. For example, if we wish to

The author is with North Carolina State University, Raleigh, detect short pulse signals, we read the array at least
North Carolina 27695. once while the pulse is in the cell to avoid a significant

Received 19 October 1987. loss in SNR or, even worse, miss a pulse altogether.
0003-6935/88/102061-10502.00/0. Another example of signals whose envelopes are time
4' 1988 Optical Society of America. dependent are frequency hopped radios in which a

15 May 1988 / Vol. 27, No. 10 / APPLED OPTICS 2061
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narrowband signal may propagate at randomly chosen 114, ,9AM"LM.

frequencies within a wide available band of frequen- 
Malmo

cies. Sometimes the dwell time at each frequency is
also randomly varied. Hop rates are generally of the

order of 100 hops/s; the trend is toward rates of 1000 P3 ni "T Tom

hops/s to as high, perhaps, as 10,000 hops/s. The "
number of photodetector elements required in the ar-
ray is application dependent; it ranges from 500 to

2000 elements. T -- " z,' "'L P-

We describe spe'ctrum analyzers that support the Fig. 1. Heterodyne spectrum analyzer.
sampling rate required to avoid missing signals and yet
operate with a significantly reduced number of photo-
detector elements. The basic idea is to decimate an N- I
element photodetector array by retaining only every

Mth element. We time share the remaining elements reference waveform by fd, using the acousto-optic
by scanning the spectrum across the decimated array. point modulator in the upper branch. This method
Each photodetector therefore produces, as a time se- for achieving the offset frequency provides more flexi-
quence, the spectral content of the received signal over bility and can be used directly in the cross-spectrum
a small frequency range. In Sec. II we establish the analysis application in which a geometric shift cannot
background necessary to understand the basic ap- be tolerated. The intensity at plane P2 is given by I
proach. In Sec. III we discuss the photodetector ge-
ometry and detection scheme and, in Sec. IV, the re- I(a,t) - IF(at) + R(a) ezp(j2rfdt) 2. (3)

quired reference and scanning functions. In Sec. V we We substitute Eqs. (1) and (2) into Eq. (3) and expand
analyze the effects of decimation on SNR and dynamic the result to find that two intensity terms I1 (a,t) = Irange. In Sec. VI, we introduce a reference waveform IF(a,t)12 and I2(a,t) = IR(a,t)12 have frequencies at
that significantly improves the dynamic range of a baseband. For the condition that R(a,t) is a narrow-
heterodyne spectrum analyzer. The decimation tech- band signal relative to /d, the cross-product term does
nique can also be used to extend the performance not overlap the baseband terms and becomes
parameters of heterodyne cross-spectrum analyzers as
we show in Secs. VII-IX. 13(at) - 21F(at)I IR(a,t)I cos(2lrfdt + o), (4)

which is centered at /d, where 0 is the phase difference I
I. Background far the H d e Analyzer between R(a,t) and F(a,t). The spectral information

The heterodyne spectrum analyzer consists of a con- is measured by a photodetector array consisting of N
ventional spectrum analyzer, modified to include a discrete elements, each followed by a bandpass filter.

reference function in the Fourier plane. Our descrip- For a spectrum analyzer, N must be greater than or
tion is brief; a detailed account is given in Ref. 2. In equal to 2TW, where T is the effective duration of the

Fig. 1 we show a Mach-Zehnder interferometer in signals in the Bragg cells and W is the signal band-

which the lower branch contains a Bragg cell in plane width. I
P driven by the signal f(t) that we want to analyze. The photodetector current is given by the integral of
The Fourier transform of this signal, created in plane I(a,t) over the photodetector area. Since the base-
P2, is given by band terms have bandwidths no greater than l/T, we

can remove them by a bandpass filter centered at fd,
F(a,t) - a(x)f(t - x/v - T/2) exp(j2trax)dz, (t) where fd >> 11T. The response of a detector element

centered at a spatial frequency ac to the intensity
where a(x) is the aperture weighting function that 13(a,t) is then
accounts for the illumination profile, acoustic attenua-
tion, and truncation effects caused by the Bragg cell or Oak,t) = Ao cos(2rfdt + o).IF(a.t)t
lenses, a is a spatial frequency, and v is the velocity of
the acoustic wave. We have ignored an exponential where A0 is a scaling constant, H(a) = S rectf(a - a4 )!

function that describes the Bragg angle, and we as- ae) is the photodetector response, S is the sensitivity of
sume that the rf signal is centered at fc, the midpoint of the photodetector, a, is the width of the detector ele-
the bandpass of the Bragg cell. In a similar fashion, ment expressed as a spatial frequency, and rect(x) = 1

the Fourier transform of the reference signal r(t) that for xl < /2. We see that the current given by Eq. (5) is
drives the Bragg cell in plane P3 in the upper branch is a measure of the magnitude of F(a,t), in sharp contrast

to a power spectrum analyzer where the current is a
R(a,t) = f a(x)r(t -x/v- T/2) exp(j2rax)dx. (2) measureofthesquareofthemagnitudeofF(a,t). Asa

result of the heterodyne action provided by R(a.t). the
The reference waveform can be shifted geometrically dynamic range is increased significantly. To measure
by a spatial frequency ad to provide a fixed temporal the spectrum accurately, we must carefully select an
offset frequency/d at each spatial frequency position. 2  appropriate reference signal r(t); we return to this U
An alternative method is to frequency shift the entire point in Sec. IV.
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I
.IL P-to r Ge-mey and Oetecion Scheme .5..

The number of photodetector elements required in a --Z7 J-

typical spectrum analysis application may be large. --A 'Na
For example, we may need to measure energy in each 0 .. T
25-KHz channel over a 40-50-MHz frequency band;
this requires 1600-2000 detector elements. Figure 2 L . o 4
shows the photodetector geometry relative to the spec- Fig. 2. Spatial frequency plane and photodetector geometry.
trum. The spectrum is centered at a spatial frequency
ac corresponding to f,; each cw signal produces a re-
sponse A(a), which is the Fourier transform of the ;..... "s"
aperture weighting function a(x). Suppose that we s, s C, c, , s,\'.,(t)(,
retain only every Mth element of the array so that the P1 P1 . S

total number of elements is Q = NIM. We now ar- K f \ s -
range to scan the spectrum across this decimated array sie,,.w "  -,r.,ct
so that each element detects, during a period of time
T,, the M frequency components within its sector. I>

The sampling rate of the spatial frequencies is then R So 5 . ""
= MIT, samples per second for each element in the Toinis

photodetector array.
In Fig. 3 we show the side and top views of a spec-

trum analyzer that incorporates the required scanning
action. The interferometer is created by using a dual

I channel Bragg cell in plane P 3 with its electrodes
stacked in the vertical direction. This cell is illumi- Fig. 3. Practical implementation of heterodyne spectrum analyzer.

nated by two parallel beams of light; the diffracted
beams are combined by a prism so that the sum of the
spectra occurs at plane P4. Since the interferometer is truncated by the Bragg cell at the 1/e4 intensity levels,
compact, the effects of vibrations and thermal varia- the photodetector size a, can be made equal to the full

tions in the Bragg cell are minimized relative to those width of A(a) at the half-power points, while maintain-
typically present in a Mach-Zehnder interferometer. ing a 1-dB dip between two equal amplitude cw signals.

In a recent paper, Koontz described a heterodyne Scanning the spectrum can be most easily accom-
spectrum analyzer in which a beam splitting prism, plished by scanning the source in plane P2. As shown
similar to that used to combine the beam, was placed in in the top view, a Bragg cell placed in plane P, is driven
plane P2 to generate the desired illumination pattern.3  by a repetitive function c(t), such as a linear FM signal,
Since we require that one beam be offset by a frequen- whose period is T,. If the value of M is small, we might
cy fd, an alternative way to generate the two beams is to consider driving the Bragg cell by a set of M discrete
use an acousto-optic modulator in plane P2. When the frequencies to provide a staircase scanning pattern.
modulator is operated with 50% diffraction efficiency, In either case, a set of cylindrical and spherical lenses
the two beams have equal intensities, but one of them (C, C2, S2, and S3) image the primary source from

is frequency shifted by fd. If the beam separation at plane Po into the secondary source in plane P2 while
the Bragg cell is not adequate, we can use a prism, providing the requisite illumination for the Bragg cell.
similar to the beam combining prism, to split the light. The time-bandwidth product of this scanning cell
An acoustooptic or electrooptic modulator with suit- must be equal to M; the bounds are M = 1, when no
able spatial filtering can then be inserted into one scanning is invoked, to M = N, when only a single
beam to provide the offset frequency fd. Yet another photodetector is used.
means to achieve the offset is to use f, + fd as the center The modulator in plane P2 must accommodate the
frequency for one of the signal channels; we then re- change in the spatial position of the secondary source
quire an optical element, such as a thin prism, in that produced by the scanning action of the first Bragg cell.
channel after the Bragg cell to cause this spectrum to As arranged, the two cells are orthogonal so that the
geometrically overlap that from the channel whose modulator must have a interaction length of Md),
center frequency is fc. where do is the diameter of the secondary source in

The physical size of the individual photodetector plane P2. The phase responses of the scanning Bragg
elements is governed by the frequency spacing fo and cell and the modulator are not important because they
the physical parameters of the optical system. We affect both branches of the interferometer equally.
want the detectors to be large enough to collect pho- Amplitude changes must as usual be compensated ei-
tons efficiently but small enough to resolve the spatial ther by a feedback technique or by scaling the mea-
frequencies. The procedure is to find an aperture sured data.
function a(x) whose transform A(a) is adequate to
control the sidelobe levels while still providing the . Refrec and S Functi
required dip between two frequencies that are fo apart. The reference signal is obtained by driving the upper
For a typical case where a(x) is a Gaussian distribution channel of the Bragg cell in plane P3 with a signal
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WWA PLM general case, except for an angular tilt in the diffracted
L;2 light caused by the carrier frequency. The unit ampli- -

tude wave front can be expressed as

1.' c(x) - exp('r 2 /XD), (9)

so that the spatial frequency a - x/Xd is a linear
function of x. We might, therefore, expect that at any
instant in time the function c(t - x/v - T/2) within the

Fro" Bragg cell consists of M plane waves, which combine to
. .mom produce the converging wave front.

Bardos5 suggested an interesting way to find the
focal point of the traveling function c(t - x/v - T/2)
and show what 0., should be in the bargain. Figure
4(a) shows that a tangent to the wave front intercepts
the z axis a distance AD from the central ordinate; this
distance, multiplied by k = 27r/X, is the phase advance
of the wave front relative to the phase at x f 0. We see
that Zo - D/cos0 so that the distance AD = Zo - D = I
D[(1/cosO) -1]. ForsmallO, we find that AD = (D/2)02

Fig. 4. Reference waveform for scanning spectrum: (a) convergent = (D/2)(x2/D2) = x2/2D. The phase is obtained by
wavefront produced by a Fresnel zone plate; (b) lens acting on a multiplying AD by 2r/,\ so that 0 = irx2/XD, in agree-

chirp waveform. ment with Eq. (9).
We express the phase of the mth plane wave in the

+ :(6) same way:
FM) cos(2rnfot + 0,), (6)

N, 0,. - (2r/X)(D/2)m2 0* (10)

where N2 - N, + 1 N is equal to the number of Since o - X/L is the smallest resolvable angular
photodetectors required and fo is the spacing of the change for any signal of total physical length L, we
frequency components of r(t). If N 2 and N, are both have
positive integers, the signal represented by Eq. (6) is a
bandpass signal whose center frequency is f, = fo(N 2 + - 2Q') = (rDXM21

N1 )/2; this is the signal we use in practice. It is clear X L L2 L2

that r(t) is the sum of N equal-amplitude discrete T
frequencies spaced fo apart. Such a signal is an ideal The highest spatial frequency of a chirp waveform is
distributed local oscillator because it causes the term I d (rxj) L
IR(a,t)I in the integrand of Eq. (5) to have a fixed 12)ax . 2

amplitude at each sample point of the spectrum F(a,t);

the spectrum is, therefore, accurately measured. The space-bandwidth product of the signal is Laa,
The scanning action is obtained by driving the Bragg which must be equal to M, the number of discrete

cell in plane Pi with a similar signal frequencies scanned within the revisit interval T,. I
M.! Thus we find that m - irm2/M for d = I as stated in

c(t) cos(2wmf.t + om), (7) Eq. (8).
The evolution of the function c(t - xlv - T/2) resi-

where M = M 2 - MI + 1 is the decimation rate. It is dent in the Bragg cell to the focused spot as depicted in
clear that c(t) has period T, = 1/f,, which is the time Fig. 4(a) can be obtained by expressing the amplitude
allowed between successive samples of the same spa- of the light leaving the Bragg cell as

tial frequency; we call T', the revisit interval. We f~~t -1 xUrf(t-xv-T2
obtain the required scanning action by setting c3x,t) =Re exp1j2rmf,(t - xlv - T/2) +/j.,l 13)

dirm2IdiM (8) where we have ignored unimportant factors. We now

ignore the temporal frequency and consider the propa-
which causes c(t) to be an infinite train of chirp signals gation of these plane waves; we define km and k,, as
having a duty cycle 0 < d _< 1.4 In general, the light is the x and z components of the normal to the mth plane
most efficiently used when d = 1 because the Bragg cell wave. The propagation into free space is then repre-
is then completely filled at all times. We now show the sented by
conditions for which c(t) produces such a chirp func-
tion. cxz) - R expi(k.,x + k,,z + (,)' t14)

Consider the convergent wave front produced by an I I
on-axis Fresnel zone function as shown in Fig. 4(a). where k,,,, = k sin(mao) and k,,, - k cos(mno); u,) is the
This wave front represents the baseband version of incremental spatial frequency. We use small angle
c(t); the basic arguments are the same for the more approximations to find that 3
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I
c(xz) - Re - exp(jkm,,) exp(jkz) C(a,t) - rect(/a,) 6(ca - (n + tT.),.j, (18)

nI I,--.

X exp-jkm-aiZ/2) exp(rrm"/M. (15) where a, is the total spatial frequency interval scanned

The focal point ccurs when the summation is maxi- in the revisit interval T. Without loss of generality,
we can set the magnification between planes P., and P4mired, which in turn occurs when the exponent terms equal to unity. The spectrum in plane P4 is expressedin m are set equal to zero: as the convolution of C(a,t) with the spectra F(a,t) and

kmaox - km 2acZz/2 + rm2/M - 0, R(a,t). After detection and bandpass filtering, we
express the photocurrent output of the kth photode-

from which we get tector element as

2x m.z + m (16)

L 2  M ik(t) - 2Ao rectl[a, - (n + tlT,)a,]laj

To satisfy this equation for all m, we set both the
constant and the term linear in m to zero. We find X FI(n + t/T,)a,]R[(n + t/T,)aj
that the focus occurs at x = 0 and z = D, where x cohI2rfdt + 0[(n + t/T,)aj]l. (19)

L2  (17) The rect function reveals how the scanning action
A M takes place. For any index number n, ik(t) has a value

The focal point is, therefore, located at x - 0 in the for (-/2 + k - n)T, < t < (1/2 + k - n)T,. When t
plane z = D. exceeds the upper bound, the index increases by one so

The chirp rate is a function of the revisit interval T, that the scanning revisits the lower bound of the fre-
and the decimation ratio M; we need to scan across M quency interval sampled by the kth photodetector ele-
distinct spatial frequencies, each separated by ao in the ment. We must increase the bandwidth of the Bragg
time interval T,. We can express the chirp rate in cell in plane P4 to accommodate the mismatch in the
terms of temporal frequencies by noting that a0v = fo. Bragg angle caused by the scanning action. The in-
The chirp rate is then CR = MfoIT, - W/QT,. creased bandwidth is W, = W(1 + MIN) so that MIN

If the Bragg cells in planes P and P 3 in Fig. 3 have represents the fractional increase in W. Generally the
time apertures of the order of T, only a fraction TIT, of increase in bandwidth will be <107.

Ia given chirp waveform is in the cell at any instant.
The focused spot created by lens S3 will be well formed S. iaI-to-Nao Ratio and a Range
except during the transition from one chirp period to The number of samples that each photodetector
the next. For the most usual situation in which T, >> must take in each revisit interval is R = M/T. The
T, we can blank the output during this transition. If revisit interval is application dependent and strongly
T, - T, we require a Bragg cell having twice the chirp affects the required postdetection bandwidth, which
length if the data must be continuously collected. The in turn affects the SNR and dynamic range. Frequen-
latter implementation results in a factor of two penalty cy hopped signals typically dwell at a randomly select-
in usable light source power. ed frequency for T h >> T seconds. In some cases, we

The chirp function travels through the Bragg cell at may need to detect simply the angle of arrival of the
a velocity which may be too fast to cover M spots in T, hopping signals in the time interval T, - T h. In other
seconds. We can control the scan velocity by choosing cases, we may need to detect the angle of arrival of the
the focal length of S 3, given the value of D from Eq. hopper in a time interval much less than Th to imple-
(17). From Fig. 4(b) and by some straightforward ray ment a replica jammer or to demodulate the signal: in
tracing, we find that the spot scanning velocity v, in this case T, < T h, but T, may still be long relative to T.
plane P 2 is v, = v(FJD), where F3 is the focal length of To find the effect of T, on the dynamic range, we
lens S 3. Plane P2 is not, however, the Fourier plane of define the SNR at the output of the photodetector as
lens S 3; the focusing action of the chirp causes the scan the signal power divided by the sum of the shot noise
plane to be at plane P, short of the Fourier plane by a and thermal noise terms:
distance F/(D + F3)." (i2)RL

The time-bandwidth product of the chirp Bragg cell SNR - - (20)

is a factor of TIT, less than the signal processing cell 2eB(id + 1k)RL + 4kTB

due to the lower bandwidth required. As T-T,, the where i,(t) is the photocurrent produced by the kthrequired time-bandwidth product doubles because photodetector element, RL is the load resistor, e is the

the time aperture must double. From these consider- charge on an electron, B is the postdetection band-
ations, as well as those to follow based on SNR and width, Id is the dark current i4 = (iW(t)) is the average
dynamic range analyses, we conclude that this scan- signal current due to the two baseband terms, k is
ning technique is most useful for spectrum analysis Boltzmann's constant, and T is the temperature in
when 7', >> T. degrees kelvin.

We can represent the Fourier transform of the scan- The value of the load resistance is determined by the
ning chirp function at plane P 2 as highest frequency required to pass the signal. This
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I
ly fd. The load resistance is then

R 2
cj (21) I

where Cd is the photodetector capacitance. The value 12

of fd is generally determined by the desire to keep .1'
i3(a,t) as given by Eq. (5) a narrowband function. "If

We substitute Eq. (21) into Eq. (20) and rearrange . ..

terms to obtain 0 16 32 44 64 80 96 112 12Decimation ratio M

SNR .... ....-- ___ (22) Fig. 5. Dynamic range for heterodyne spectrum analyzer using a

2eB(id + i) + 8rkTBcfd decimated array.

A few commemt egarding Eq. (22) are in order so that 3
we understand how the SNR is to be calculated under a the range :1:o/2 relative to that of the nearest bead, trie
wide range of photodetector applications. The perfor- postdetection bandpass filter must respond from fd ±
mance of the system is highly dependent on whether fo/2 to measure accurately the spectrum; the postde-
thermal noise or shot noise dominates. The average tection bandwidth in the nonscanning, or staring,
current 4 always dominates the dark current Id in a mode is, therefore, B, - fo = 11T.
heterodyne application, but its value may not be large In the scanning mode, the instantaneous carrier fre-
enough so that shot noise dominates thermal noise quencyfi within the band fd ± fo/2 is amplitude modu-
when fd is large. For these conditions, the system is lated by the detected spectrum. The bandwidth of the
thermal noise limited due to limited available laser amplitude modulation is Barn = M/2T, based on the
power. Nyquist sampling rate. The postdetection bandwidth

Consider the photodetector current at a particular required is now increased to B - B, + Bor. The loss in I
spatial frequency of the form performance when using the decimated array may not

i - 6(1- ')i, + (1 - 6)-yi, be too severe if Barn << B,. As a base line system,
+ 26(1 - )'y(1 - -)i,ir cos(21fd + 0k), (23) consider a spectrum analyzer whose analysis band-

width is W - 50 MHz and whose effective processing
where i, is proportional to the signal intensity, i, is time is T - 40 is. We characterize the performance of
proportional to the reference intensity, and 6 and y are the system for a slow scan rate wherein each frequency
the fractional reflection coefficients of the beam split- is revisited in a time interval T, = 25 T; the slow scan I
ter and beam combiner. After bandpass filtering, the might be used to detect frequency hopped signals
power in the detected signal is 6(1 - 6)y(1 - y)i,i,. whose dwell time is Th 1 i ms. We also consider a fast
When the thermal noise dominates the shot noise, we scan rate wherein T, - 2T; the fast scan might be used
have to track rapidly changing signals or to detect short

6( - 6)y( - y)i~i° pulses. In Fig. 5 we plot the dynamic range, refer-
SNR - -8 __T~c . (24) enced to the staring mode for which B = IT = 25kHz,

vs the decimation ratio M for the fast and slow scan
The maximum input signal level i, is generally limited modes.
by intermodulation products produced by the Bragg The fast scan results show that the dynamic range
cell. loss is 4.8 dB for M = 8 and 6.9 dB for M = 16. We note

Our primary interest is to maximize the dynamic that the loss in performance falls less rapidly than 11M I
range, not necessarily the SNR. The two measures are because the postdetection bandwidth B = B, + Barn
connected, however, because the minimum detectable does not increase linearly with M. The slow scan
signal level occurs when the SNR is equal to one and performance is no better than that of the fast scan
establishes the dynamic range as mode for small values of M because the postdetection

bandwidth cannot be reduced below B = B. due to the
DR = 20 oi,. (25) frequency uncertainty. A side benefit of this general

performance level is that the dynamic range does not
The dynamic range is, therefore, a function of the deteriorate rapidly as a function of the decimation
minimum value of i,, which is in turn determined by ratio. For example, when M = 32, the loss in dynamic
the SNR. range referenced to the staring mode is only 2.1 dB; the

We now consider how the dynamic range is affected use of the decimated technique is, therefore, an attrac- I
by the decimation rate. The reference function R(a,t) tive trade.

contains N discrete frequency terms, called beads, dis-
tributed over the analysis bandwidth W. These beads VI. Improved Reference Waveform
interfere with the signal spectrum F(a,t) to produce an From the thermal noise limited result given in Eq.
output that has a nominal frequency fd. The frequen- (24), we see that an increase in the reference signal i,
cy difference between the beads is of the order of fo = 1/ increases the SNR and, therefore, the dynamic range.
T. Since a received signal can have any frequency in In the heterodyne spectrum analyzer we can alter the
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I
reference waveform r(t) to more efficiently use the conit,, L WHO
light in the Fourier domain to increase i,. The geome- f w ,Ih ' i

try of the photodetector elements is the same as that 00
shown in Fig. 2 except that the photodetector elements .,,I are now M times wider than before so that they are
abutting. In this case, we do not scan the signal beam
relative to the set of M enlarged photodetector ele- woWOW
ments. Instead, we make use of the fact that the cross- Fig. 6. Optical subsystem to produce a decimated reference beam.
product term as given, for example, by Eq. (5), exists
only if the two beams overlap. To produce a con-
trolled overlap, we generate a reference waveform that ,6
produces Q = NIM optical probes or beads at plane P2. a "
Each bead overlaps the spectrum F(a,t) for a spectral a 121

range that is one part in M of the photodetector width. .

Then, instead of scanning the joint spectra across the a , A

fixed photodetector array as before, we scan only the e= ".
reference beam across the spectrum F(a,t) and photo- a..
detector array, which are both fixed in space. Each 4.

reference beam probe scans the M spatial frequencies -6a
associated with its assigned photodetector element be- 0 .........
fore the scan is reset. ODclmaton rato M

The appropriate reference waveform is a chirp func- Fig. 7. Dynamic range with improved reference function: curve A,
tion similar to that given by Eq. (7) where the funda- fast scan mode; curve B, slow scan mode; curve C, fast scan mode
mental frequency of the waveform f, is now given by with shot noise an order of magnitude less than the thermal noise;
-the full analysis bandwidth W divided by the number curve D, slow scan mode with shot noise an order of magnitude less

of required probes: f, = W/Q. From this relationship than the thermal noise.

we immediately deduce that T. = TIM so that, within
the Bragg cell, there are exactly M chirp waveforms,
each of time duration T,. Note that the general form when the system would otherwise be thermal noise
of c(t) as given by Eq. (7) provides the desired wave- limited. The reference current i, is increased by a

form, although it is quite different from the one used in factor of M, which improves the SNR and dynamic
plane P1 of Fig. 3. Here there are M chirp waveforms range. Figure 7 shows that the dynamic range in-

within the reference Bragg cell, whereas before the creases relative to the staring mode by 6 dB for the fast

chirp waveform was typically much longer than the scan mode (curve A) and by 16 dB for the slow scan

scanning Bragg cell (7, >> 7). mode (curve B). The improvement is due to the fact
The reference beam geometry for this case is shown that the numerator of Eq. (24) increases more rapidly

in Fig. 6 along with the detail associated with the than the denominator, the increase being more pro-
Fourier domain. Although the chirp waveforms in nounced for the slow scan mode. For large M, the
plane P2 are traveling at the acoustic velocity v, the numerator and denominator of Eq. (24) are both pro-
optical probes are both focused and stationary in plane portional to M so that the dynamic range approaches
P2 . The claim may seem strange at first, especially an asymptotic value in both cases.
when compared to our previous result as illustrated in From Eq. (22) we see that the system eventually
Fig. 4. The difference is that we now have M chirp becomes shot noise limited because the local oscillator
waveforms in the cell at one time. It is true that they current also increases according to M. Consider the
focus individually at some plane short of the Fourier SNR when we use Eq. (23) in Eq. (22) so that i, domi-
plane and that, in this plane, the focused spots move nates id, and, furthermore, the shot noise is compara-
with velocity v , v(F 2/D) as before. But since the ble with the thermal noise:
chirp length is now LIM instead of L, the distance D is 60 - 6 -)(l -y)i,i
reduced a factor of M"-. As a result, these focused and SNR = 2eB (I - 4i, + 8rkTBc d
scanning spots become secondary sources that com-
pletely overlap at the Fourier plane and mutually in- From Eq. (26) we see that a significant increase in the
terfere to produce the required Q stationary probes. local oscillator current i, will cause the shot noise to

We cause the probe ensemble to scan with a con- dominate the thermal noise; further increases in i, will
trolled velocity by chirping the center frequency of the not result in an improvement in the SNR or the dy-

reference signal. The bandwidth of the Bragg cell is namic range. In Fig. 7 we show the performance of the
increased to W, = W( + l/Q) independently of the system when the shot noise is 10 dB less than the
scanning rate; this increase is generally <10% or so. thermal noise in the staring mode. As the decimation
The scanning rate merely determines the chirp rate, rate increases, the dynamic range increases for small
not the highest frequency in the chirp waveform, values of M, as shown in curve C, for the reasons

The major advantage of using this modified refer- discussed relative to the thermal noise limited case.
ence waveform is that it increases the dynamic range At M = 6 in the fast scan mode and at M = 22 in the
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slow scan mode, the shot noise is equal to the thermal Emitter

noise; the dynamic range then begins to decrease as M __ _

increases because the signal power is proportional to 0
M, whereas the shot noise, which is now dominant, is
proportional to Ml-.

The results of Fig. 7 show that a significant reduc- 0,in' -
tion in the number of photodetectors can be obtained Fig. 8. Dual antenna geometry to determine angle f arrival.
without a large penalty in dynamic range. For exam-
ple, from curve C we see that the loss in dynamic range
for M = 32 is only 0.7 dB. In all other cases the L, P, L, P

performance is more favorable. 11,ttor

VI. Background for the Cross-Spectrum Analyzer
Suppose that we want to detect a burst of energy P,) Pa

associated with a narrowband radio signal of band- -4(o
width B,, located somewhere in a total rf bandwidth W; TT"4Poo
the minimum dwell time of the burst signal is Th. We detector
want to measure the angle of arrival of these signals to
assist in a sorting process. The receiver consists of two $40 P,
antenna elements as shown in Fig. 8. The distance
between the two elements is Dab, and the received Fig. 9. Dual channel Bragg cell processor: (a) top view: (b) side I
signals are sa(t) and Sb(t). Suppose that a source is view.

situated at an angle 0 with respect to the boresight of
the array. The rf energy arrives at antenna element b angle-of-arrival information. By a similar calculation,
with time delay r - (Dab/C) sinO with respect to that at we find that Sb(O) = S' (13) so that
antenna element a so that Sb(t) = Sa(t - r).

One way to measure the angle of arrival is to feed Sb(a.,,t) " S0(a,t) eaptj2ravr) sinc(3h) exp(-wdH). (32)
t. -Fe received signals to a two-channel Bragg cell spec- The total spectrum in plane P2 is the sum of Sa(a, 3,t) I
trum analyzer as shown in Fig. 9. In the top view we and Sb(a,o,t) as given by Eqs. (30) and (32). The
show the Bragg cell illuminated by the laser via lens L 1, intensity is the magnitude squared of this sum:
the lens L 2 that performs the Fourier transformation, a.,0 - +

and the Fourier transform centered at ac in plane P2. , S(a.t)l sinc'(ih)l1 + cos(2rHd + 0(,,)l. (33)
The side views shows the two channels driven by s.(t) This result shows that, in the a-direction, we have the
and Sb(t). Lens L2 also produces the Fourier trans- same output as from an instantaneous power spectrum
form of the light distribution created by the Bragg cell analyzer. In the vertical, or -direction, the resultant
in the vertical direction. intensity reveals a sinc(dh) envelope function due to

In the horizontal direction we describe the Fourier the height of the transducers that modulates a spatial
transform of the first input signal as fringe structure whose frequency is established by the

distance between the transducers. As we see from Eq.
So(at) f a(x)s0 (t - x/v - T/2) exp(j2rax)dx, (27) (33), the fringe pattern is encoded by the phase 0(a) as

a function of the spatial frequency.
similar to Eq. (1). To obtain the full 2-D Fourier One way to detect 0(a) is to use a 2-D photodetector
transforms from the upper channel, we account for the array that has N elements in the horizontal direction to
light distribution in the vertical direction by the inte- sample the spatial frequencies and M elements in the
gral vertical direction to sample the phase. Another meth-

S'(J - ect /2 xp~~r~ydv 28) od is to demodulate the phase by multiplying Io,3.C)
S .(: rect( -/2expQ27dy)dy (28) by a function DG3) = 1 + cos(h43) and by integrating

the product over all values of 3: another function D,(3)
- sincldh) exp(jwJH), (29) = 1 + sin(hd) provides the quadrature component.

Variations on these two basic detection schemes arewhere h is the height of the transducer andH is the possible. It is clear that we need at least two N-distance between the two channels. Therefore,elmndtcoraay toipmntheatr
element detector arrays to implement the latter

S(a.3t)= s,(ts() scheme and at least one M- x N-element array toimplement the former scheme. The available light is- S,(,.t) sinc(4h) exp(jrdH). (30) not used efficiently, and, for large N, the arrays cannot

be sampled often enough to ensure that signals are not
For sh(t) ffi sa(t - ), we have missed. We now consider a cross-spectrum analyzer

Shl(W.t) = 
S(.t) exp(j2r(,vr), (31) that uses a temporal, instead of spatial. heterodyne

technique to measure the phase. This approach effi-
so that the spectrum Sh(a,t) is identical to S.(a,t) save ciently uses the available light and can do so with fewer
for a phase term 0(a) = 21ravr, which contains the photodetector elements.
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I
VIl. Cross-Spectr Analyzer with Tempoal

The cross- "ectrum analyzer is a special case of the phto-

interferometric spectrum analyzer described earlier. 4 t.lt-
If we associate S0(av,t) and Sb(ca,t) with F(a,t) and S

R(a,t), the interferometric spectrum analyzer archi-
tecture shown in Fig. 3 is exactly what we need to
generate the desired cross-spectral products. The in- 2 7 i A
tensity at plane P 2 is Fig. 10. Postdetection proceing.

I(a,t) - ISa(at) + Sb(a,t) exp(j2rfdt) 2, (34)

where S.(a,t) is given by Eq. (27). The exponential in
Eq. (34) shows that the light in the upper branch has where Ao accounts for all the amplitude scaling factors.
been upshifted by fd; it could equally well be down- The problem of extracting the phase and amplitude
shifted without affecting the results. We do not show information from the temperal carrier fd is similar to
an explicit functional dependence of the intensity on 0 that of demodulating an angle modulated signal in aI because both Bragg cells are located on the same verti- communication system. One way to demodulate the
cal axis. We expand the intensity function to get signal is through quadrature detection which recoversthe phase angle and removes the sign ambiguity on o,

/(a,t) ,. IS,(,.t)I2 + ISb(a~t) 2  as shown in Fig. 10. We first eliminate the signals gl(t)
+ 2lS.(a,t)S;(a,t) cosl2rfdt + (W,t)]. (35) and g 2 (t) produced by the intensity terms at baseband

by a bandpass filter centered at fd. We then multiply

For sb(t) - sa(t - r), we have g3(t) by 2 cos(2Tfdt) and 2 sin(21rfdt), which are derived
_-cos2ifdt + 0(a,0)1, (36) from the same signal source used to drive the temporal

I(c,t) S(at)1 +c2 + t] (6 modulator in plane P2 of Fig. 3. Thus we guarantee
where 0(a,t) = 2ravr is the phase we seek to measure. that any instabilities or drifts in the frequency fd are
The phase term is now associated with a sinusoidal automatically compensated. The results are then low
function of time instead of space. Therefore, we need pass filtered to provide the signals A cC cosoj and A c3C
to demodulate I(a,t) in time instead of demodulating sin~j. After an analog-to-digital conversion, the arc-
l(a,t) in space as described in Sec. VII. As a conse- tangent operation is applied to obtain the phase 0j,
quence, we must now use discrete element photodetec- and, through evaluating A0, the amplitude cj can be

- tors that have sufficient bandwidth to pass the desired obtained by forming the square root of the sum of the
signal whose energy is centered at fd. squares of the output signals A, and Ac. Finally, the

As before, we identify three modes of operation: the angle of arrival 0 can be computed from the relation-
staring mode, the fast scan mode, and the slow scan ship that 0j = 2irfr and r = (Dab/C) sin0.
mode. To illustrate the phase detection technique for There are several ways to implement the circuitry in
all three modes, consider the simple case of an emitter hardware to extract the phase information including
at angle 0 with respect to the boresight of the antenna quadrature dctectors, limiter/discriminators, or phase
array having frequency fj and amplitude cj. We as- lock loops. Although these circuits are available in
sume that the spectral amplitude does not change sig- small packages, the challenge of implementing the
nificantly over the revisit time T.. The signals from electronics for 1000-2000 discrete detectors is formi-
the two antenna elements then become dable. The use of a decimated array coupled with a

s.(t) - c, cos(2rft + scanning of the spectrum similar to that described
before can significantly reduce the hardware complex-

sh(t) - c, cos[2rf,(t - r) + rkJ. (38) ity.

We can let €e = 0 without loss of generality. From IX. Signal-to-Nolse Ratio and Dynamic Range for the
Eqs. (27) and (34) we find that the cross-product term Cross-Spectrum Analyzer
can be expressed as There are two significant differences between the

cross-spectrum analyzer and the heterodyne spectrum
g,(t) -c2cos(2rfdt + ,) [IA(v - a1 + a,/2)1 H(a)da, (39) analyzer. The first major difference is that R(a.t)I-. serves as a local oscillator that produces a current ir

where H(a) is the photodetector response defined be- that dominates the dark current id. For the cross-
fore. The integral is an amplitude scaling factor that spectrum application we consider the modified shot
can be combined with several others. For example, we noise term
need to account for the optical efficiency of the system, SN - 2eB,(i + i1). '41'
the Bragg cell diffraction efficiency, the beam splitter
and beam combiner ratios, the laser power. The out- The current is the average value of the bias terms
put term can then be conveniently written as resulting from the square-law detection of the sum of
petthe outputs from the two branches of the interferome-I,( - .4,,,.2 cs(2rf,,t + o,). (40) ter. For the cross-spectrum analyzer case, we have
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bandwidth can be reduced by virtue of the heterodyne
frequency being exactly at fd at all spatial frequencies.

Z These results show that rather large savings can be
. 21 made in the photodetector circuitry for more modest

a- penalties in performance. For M = 32, we need only 64
photodetector elements instead of 2000. We can equal

4 so 5the staring mode performance if the laser power is
4 increased by 6 dB; of course, the dynamic range will beN " __ reduced by 6 dB if we are already laser power limited..10LI

0 1s 32 46 e 0 96 1 12 128 A 6-dB loss in dynamic range may, however, be a good
Deckneion nmio M trade for a thirty-two fold reduction in the complexity

Fig. 11. Dynamic range performance for cross-spectrum analyzer. of the readout circuitry.

X. C -ncks I
ik - (i4) a ls.(at) + sb(a,t) 2  The use of a decimated array in heterodyne spec-

trum analysis significantly reduces the complexity of
[S.(a,t)I2 + 1S6(a,t)P2  the photodetector readout electronics with a reduction

21S.(a.t)12. (42) in the dynamic range that is often tolerable. We de- I
scribed an improved reference beam that concentrates

We progress from the first to the second line because light at only the probe positions, thereby increasing
the cross-product term as given by Eq. (35) has zero the dynamic range when the system is thermal noise
average value; we progress from the second to the third limited. When the system is shot noise limited, the
line because Sb(a,t) differs from s.(a,t) by only a phase dynamic range is reduced by the decimation rate.
factor. We also introduce temporal heterodyning tech-

A SNR of unity is obtained when the input signal niques to determine the angle of arrival of signals I
level drops sufficiently. From Eq. (22) we find that, received by two antenna elements. In this case, the
for almost any practical value of fd, the shot noise term phase information contained in the cross spectrum of
drops below the thermal noise term when. the two signals, after suitable demodulation, is a mea-

sure of the angle of arrival. The decimated array2eId 1 h8k cl. technique is applicable here as well, noting that the

Since a 21S.(a,t)2 in the cross-spectrum analyzer dynamic range drops only half as fast as the decima-
case, its value eventually approaches id as the input tion rate because the loss is shared by both signals.
signal is reduced; i then dominates the shot noise We would expect to use decimation rates that pro-
term. Furthermore, the system is now always thermal vide a significant reduction in the photodetector com-
noise limited, since there is no local oscillator available plexity, say M = 8 to M = 32. The loss in dynamic
to help obtain the more favorable shot-noise-limited range relative to the staring mode is then generally <4
case. We expect, therefore, to find that the perfor- dB, and this approach is particularly attractive when
mance resembles that shown in Fig. 5 for the hetero- used in the slow scan mode where the performance is
dyne spectrum analyzer. There are, however, some even better. In cases where the system is thermal
significant differences as shown in Fig. 11. First, we noise limited, no penalty is extracted; there may actu-
note that the dynamic range decreases at a slower rate ally be an increase in the dynamic range as shown in
for the fast scan mode. For any value of M, the loss in Figure 7.
dynamic range is a factor of 2 less in decibels for the I
cross-spectrum analyzer vs the heterodyne spectrum
analyzer. The reason is that the system loss due to
scanning is allocated between the two input signals in This work was performed with support from the U.S.
the cross-spectrum analyzer so that the system loss of 6 Army Research Office.
dB results in a dynamic range loss of 3 dB. For the
heterodyne spectrum analyzer, the full system loss is
allocated to the received signal because the reference
signal has a fixed amplitude. As a result, the cross- Reftre'ne
spectrum analyzer performance deteriorates less 1. M. C. King. W. R. Bennett. L. B. Lambert, and M. Arm, "Real-
quickly, as a function of the decimation ratio, than the Time Electrooptical Signal Processors with Coherent Detection,"

heterodyne spectrum analyzer performance. It Appl. Opt., 6, 1367 (1967). I
should be remembered, however, that the dynamic 2. A. VanderLugt, "Interferometric Spectrum Analyzer." Appl.
range for the heterodyne spectrum analyzer is nearly Opt. 20,2770(1981).
double that the cross-spectrum analyzer; the loss of 3. M. D. Koontz. "Miniature Interferometric Spectrum Analyzer.'dynamic rangets, therorpeo aver athe s s at Proc. Soc. Photo-Opt. Instrum. Eng. 639, 126 (1986).
dynamic range is, therefore, not as severe as it seems at 4. A. VanderLugt and A. M. Bardos. "Spatial and Temporal Spectra
first. of Periodic Functions for Spectrum Analysis," Appl. Opt. 23,

Finally, the slow scan mode results are 7 dB better 4269 (1984).
than the fast scan mode because the postdetection 5. A. M. Bardos, Harris Corp.
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We describe heterodyne spectrum analyzers that operate with a significantly

reduced number of photodetector elements. The technique is to decimate an

N-element photodetector array by retaining only every Mth element. We

time-share the remaining elements by scanning the spectrum across the decimated

array. Each photodetector therefore produces, as a time sequence of samples, the

I spectral content of the received signal over its associated spatial frequency range.

1. BACKGROUND FOR THE HETERODYNE SPECTRUM ANALYZER

The heterodyne spectrum analyzer consists of a conventional spectrum analyzer.

modified to include a reference function in the Fourier plans.1 Figure 1 shows a

Mach-Zehnder interferometer in which the lower branch contains a Bragg

Point L3 P4 L4 Mirror

Llr 2(t) P3 r, (t) Detector
Iarray

Mirror fL2)
fi(t) L=

I Figure 1. Heterodyne spectrum analyzer

I cell in plane P1 driven by the signal f(t) that we want to analyze. The Fourier

transform of this signal, created in plane P2- is given by

I F(ot,t) : J a(x)f(t'T/2"x/v)eJ2nom dx. (1)
-al
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I
where a(x) is the aperture weighting function that accounts for the illumination

profile, acoustic attenuation, and truncation effects caused by the Bragg cell or

lenses. in a similar fashion, the Fourier transform of the reference signal r(t)
that drives the Bragg cell in plane P3 in the upper branch is

R(o.t) = a(x)r(t-T/2-x/v)e j 2 i dx. (2)

The reference waveform can be temporally or geometrically shifted by a spatial
frequency aod to provide a fixed temporal offset frequency fd at each spatial 3
frequency position.2 In Figure 1. r2(t) provides the required offset frequency
shift. The intensity at plane P2 is then given by 3

(0.t) = I F(o(, t) + R(otteJ2fl . ( 3)

We substitute (1) and (2) into (3) and expand the result to find that two intensity I
terms l(at.t) I F(Wt) 12 and 12(C.t) z IR(o.t) 2 are at baseband. The
photodetector current is given by the integral of l(.t) over the photodetector
area. Since the baseband terms have bandwidths no greater than 1 /T. we can
remove them by a bandpass filter centered at fd. where fd>>lIT. The detector 3
response to the cross product term 13(oi.t) is thena*

i3(o,t) = AO cos(2rft+dt ) J I F(o.t R(oc,t) I H(oW) do (4)
d -0

where Aa is a scaling constant, + is the phase difference between F(c,t) and
R(c.t). and H(oO is the photodetector response.

2. PHOTODETECTOR GEOMETRY AND DETECTION SCHEME I

Figure 2 shows the photodetector geometry relative to the spectrum. The
spectrum is centered at a spatial frequency .c'. corresponding to the center
frequency fc' each CW signal produces a response A(e). Suppose that we retain
only every Mth element of the array scan the spectrum so that each element
detects, over a period of time Ts , the M frequency components in its sector.

Scanning the spectrum can be most easily accomplished by scanning the point

source by means of an auxiliary Bragg cell (not shown) driven by a repetitive

function c(t), such as a linear FM signal, whose period Is Ts . The time-bandwidth

product of this scanning cell must be equal to M. The scanning action can be

I
I
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I c " elements

Figure 2. Photodetector array geometry

obtained by driving the Bragg cell in plane P1 with a chirp signal
K

2

c(t) = cos(2iTmf t +m) (5)

where M K M2 - 1I .1 is the decimation rate.3 It is clear that c(t) has period

Ts a 1/f3, which is the time allowed between successive samples of the same

spatial frequency: we call T. the revisit interval.

I The number of samples that each photodetector must take during each revisit

interval is R z M/Ts. The revisit interval is application dependent and strongly
affects the required post-detection bandwidth which, in turn, affects the

signal-to-noise ratio and dynamic range. Frequency hopped signals typically dwell
3 at a randomly selected frequency for Th >> T seconds. In some cases, we may need

simply to detect the angle of arrival of the hopping signals in the time interval

3 Ts = Th. In other cases, we may need to detect the angle of arrival of the hopper
in a time interval much less than Th to implement a replica jammer or to
demodulate the signal: in this case T3 < Th. but T. may still be long relative to T.

To find the effect of T. on the dynamic range, we define the signal-to-noise ratio

at the output of the photodetector as the signal pawer divided by the sum of the
shot noise and thermal noise terms:

<i2> RL-SNR --: (6)

R 2eB(i i)R *4kTB
d k L
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,I
where ik(t) is the photocurrent produced by the kth photodetector element, RL is
the load resistor. e is the charge on an electron, B is the post-detection
bandwidth, id is the dark current, 1 = <ik(t)> is the average signal current due to
the two baseband terms, K is Boltzmann's constant, and T is the temperature in

degrees Kelvin. Our primary interest is to maximize the dynamic range. the
minimum detectable signal level occurs when the signal-to-noise ratio is equal to
one and establishes the dynamic range as

DR =:20 lgL M -(7)

We now consider how the dynamic range is affected by the decimation rate. The
reference function R(oe.t) contains N discrete frequency terms, called probes, I
distributed over the analysis bandwidth W. These probes interfere with the signal
spectrum F(oet) to produce an output that has a nominal frequency fd- The

frequency difference between the probes is of the order of fa lIT. Since a
received signal can have any frequency in the range +f0/2 relative to that of the
nearest probe, the post-detection bandpass filter must respond from fd ± fa/2 to
accurately measure the spectrum; the post-detection bandwidth in the

non-scanning, or staring, mode is therefore B. = fo = I/T.

In the scanning mode, the instantaneous carrier frequency fi within the band i
fd t f0/2 is amplitude modulated by the detected spectrum. The bandwidth of the
amplitude modulation is Bam= M/2Ts . as based on the Nyquist sampling rate. The
post-detection bandwidth required is therefore increased to B = Bs Bam.

Consider a spectrum analyzer whose effective processing time is T 40jisec. We i
characterize the performance of the system for a slow scan rate wherein each
frequency is revisited in a time interval Ts=25T: the slow scan might be used to
detect frequency hopped signals whose dwell time is Th = ims. We also consider a
fast scan rate wherein T. = 2T: the fast scan might be used to track rapidly

changing signals or to detect short pulses. In Figure 3 we plot the dynamic range, 
referenced to the staring mode for which B=1/T=25KHz. versus the decimation
ratio M. The fast scan results show that the dynamic range loss is 4.8dB for M=8
and S.gdB for M=16. We note that ihe loss in performance falls less rapidly than
1 /M because the post-detection bandwidth B = Bs + Bam does not increase linearly

I
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Figure 3. Relative performance with Figure 4. Relative performance with

3 normal reference beam improved reference beam

with M. The slow scan performance is no better than that of the fast scan mode

for small values of M because the post-detection bandwidth cannot be reduced

3 below B a B. due to the frequency uncertainty. A side benefit of this general
performance level is that the dynamic range does not deteriorate rapidly as a

function of the decimation ratio. For example, when M = 32. the loss in dynamic

range referenced to the staring mode is only 2.1 dB. the use of the decimated
technique is therefore an attractive trade.

3. IMPROVED REFERENCE BEAM WAVEFORMI
In the heterodyne spectrum analyzer we can alter the reference waveform r(t) to

more efficiently use the light in the Fourier domain to increase the local

oscillator current ir . The geometry of the photodetector elements is the same as
3 that shown in Figure 2 except that the photodetector elements are now M times

wider than before so that they are abutting. In this case. we do not scan the
signal beam relative to the set of M enlarged photodetector elements. Instead. we

make use of the fact that the cross-product term exists only if the two beams
overlap. To produce a controlled overlap, we generate a reference waveform that

I



produces only 0 a N/M optical probes at plane P2. Each probe overlaps the

spectrum F(d.t) for a spectral range that is one part in M of the photodetector

width. Then. instead of scanning the joint spectra across the fixed photodetector

array as before, we scan only the reference beam across the spectrum F(act) and

photodetector array which are both fixed in space. Each reference beam probe

scans the M spatial frequencies associated with its assigned photodetector element

before the scan is reset. We cause the probe ensemble to scan with a controlled

velocity by chirping the center frequency of the reference signal.

The major advantage of using this modified reference waveform is that it

increases the dynamic range when the system would otherwise be thermal noise

limited. The local oscillator current ir is increased by a factor of M. which

improves the signal to noise ratio and the dynamic range. Figure 4 shows that the

dynamic range increases by 6dB for the fast scan mode (curve A) and by 1 6dB for
the slow scan mode (curve B). For large M. the signal and noise are proportional 1
to M so that the dynamic range approaches an agsmptotic value in both cases. I
In Figure 4 we also show the performance of the system when the shot noise is

10dB less than the thermal noise in the staring mode. As the decimation rate

increases, the dynamic range increases for small values of M. as shown in curve C.

for the reasons discussed relative to the thermal noise limited case. At M = 6 in I
the fast scan mode and at M a 22 in the slow scan mode. the shot noise is equal to

the thermal noise: the dynamic range then begins to decrease as M increases

because the signal power is proportional to M whereas the shot noise, which is

now dominant, is proportional to M2. The results of Figure 4 show that a

significant reduction in the number of photodetectors can be obtained without a

large penalty in dynamic range. For example, from curve C we see that the loss in

dynamic range for M = 32 is only 0.7dO. In all other cases the performance is

more favorable.

4. CROSS-SPECTRUM ANALYSIS WITH HETERODYNE DETECTION !

A cross-spectrum analyzer, used to obtain the angle of arrival of a signal s(t) I
detected by a dual-antenna system, is a special case of the interferometric

spectrum analyzer described earlier. If we associate the Fourier transforms

220/, VG M3. A*a in Opd ka rwi mn Aoig M (13

I



I

OSa(oIt) and Sb(c.t) of the two received signals with F(u.t) and R(e.t). the
interferometric spectrum analyzer architecture shown in Figure I is basicallg
what we need to generate the desired cross-spectral products. There are two
significant dif ferences between the cross-spectrum analyzer and the heterodyne
spectrum analyzer. The first major difference is that R(oa.t) serves as a local
oscillator that produces a current ir that dominates the dark current id. For the
cross-spectrum application, the system is always thermal noise limited since

i there is no local oscillator available to help obtain the more favorable shot noise
limited case. We expect, therefore, to find that the performance resembles that
shown in Figure 3 for the heterodyne spectrum analyzer. There are. however, some
significant differences as shown in Figure 5. First. we note that the dynamic

10

I

-105 0 16 32 48 64 80 96 112 128

DeinuOzi ratio M

i Figure 5. Performance relative to staring mode for cross-spectrum analuzer

3 range decreases at a slower rate for the fast scan mode. The loss in dynamic range
is a factor of two less in decibels for the cross-spectrum analyzer versus the
heterodyne spectrum analyzer. The reason is that the system loss due to scanning

is allocated between the two input signals in the cross-spectrum analyzer so that
a total system loss of 6dB results in a dynamic range loss of only 3dB.
Finally. the slow scan mode results are 7dB better than the fast scan mode because

I
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the post detection bandwidth can be reduced by virtue of the heterodyne frequency 3
being exactly at rd at all spatial frequencies. These results show that rather

large savings can be made in the photodetector circuitry for more modest penalties 3
in performance. For M=32. we need only 64 photodetector elements instead of

2000. We can equal the staring mode performance if the laser power is increased 1

by 6dB: of course, the dynamic range will be reduced by 6dB if we are already

laser power limited. A 6dB toss in dynamic range may. however, be a good trade

for a 32-fold reduction in the complexity of the readout circuitry.

5. CNLUSLQM I

The use of a decimated array in heterodyne spectrum analysis reduces the 3
complexity of the photodetector readout electronics with a reduction in the

dynamic range that is often tolerable. We introduced the use temporal I

heterodyning techniques to determine the angle of arrival of signals received by

two antenna elements. The decimated array technique is applicable here as well.

noting that the dynamic range drops only half as fast as the decimation rate
because the loss is shared by both signals.
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TEMPORAL FREQUENCIES OF SHORT AND EVOLVING PULSES IN
3 INTERFEROMETRIC SPECTRUM ANALYZERS
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Temporal frequencies of short and evolving pulses in
I interferometric spectrum analyzers
I

P. H. Wisseman and A. VanderLugt

The output of an acoustooptic spectrum analyzer contains both spatial and temporal frequencies. In a
previous paper, VanderLugt predicted a difference in the temporal frequency as a function of spatial
frequency for a cw signal. a pulse evolving into the acoustooptic cell, and an isolated pulse moving through the
cell. We provide a more complete analysis for each of the three input signals. An analysis is made of the
effects of sidelobe movement in the evolving pulse signal. This analysis, combined with a mixed transform
analysis, leads to an accurate prediction of the temporal frequency behavior and to new interpretations of the
results presented in the original paper. In particular, our analysis accurately predicts the temporal frequen-cies associated with the evolving pulse. Experimental results validate the methematical analysis for all three
signal; types.

I . htodac~a ment for the evolving pulse. We then experimentally
For spectrum analysis of real-time signals we often confirm the results of the analysis for each signal.I use an acoustooptic cell to convert an electrical input In Sec. II we review the analysis of the spatial spec-

signal into an optical signal that is a function of both trum resulting from each of the three input signals. In
space and time. When illuminated by coherent light, Sec. III we discuss the effects of sidelobe movement for
the optical system produces the Fourier transform of the evolving pulse and use a mixed transform to obtainI the input signal as a spatial distribution of light; each a concise relationship between the spatial and tempo-
point at the output plane of the system corresponds to ral frequencies for each of the input signals. In Sec. IV
a specific spatial frequency. Furthermore, the tempo- we give an analysis of the baseband terms of the photo-
ral frequencies that characterize the input signal are detector output which determine the requirements of
retained at the output of the system. In a previous the poetdetection electronics used in the experiments.
paper, VanderLugt analyzed the spectra resulting In Sec. V we describe the design of the optical and
from three signals: a cw input signal; a pulse evolving electronic systems used in the experiment. The ex-I into the acoustooptic cell; and an isolated pulse moving perimental procedure and results are given in Sec. VI.
through the cell.' His analysis shows that these spec- A comparison of the present analyses with those origi-
tra differ in their temporal frequency as a function of nally put forth is given in Sec. VII, we illustrate this
which spatial frequency is detected, but those results comparison with experimental results.
were not confirmed experimentally. In this paper we 1 a
present a more complete analysis of the relationship
between the spatial and temporal frequencies for each The relationship between spatial and temporal fre-
of the three input signals by using a mixed transform. quencies in an interferometric spectrum analyzer, as
In addition, we analyze the effects of sidelobe move- shown in Fig. 1, is analyzed in Ref. 1. Here we summa-

rize the main results to serve as the basis for new
analyses. A signal f(t) - s(t) cos(21rft) is applied to
the acoustooptic cell in plane P 2 so that the light ampli-
tude leaving the cell in the direction of the first positive

Both authors were with North Carolina State University, E . order is
cal & Computer Engineering Department, Box 7911, Raleigh. North
Carolina 27695; P. H. Wileman is now at TRW, Advanced Technol- A(z,t) - s(t - xlu) expti2rf,(t - z/v), (1)
ogy Department, Redondo Beach. California 90278.Received 19 D- ember 18es. where f, is the center frequency of the acoustooptic cell000 /89/s3800- OSO00/0. and v is the velocity of the acoustic wave. We neglect

I@ 1 Optical Society of America. unimportant amplitude and phase terms throughout
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Fig. 1. Intederomotric spectrum analyzer. "IJ2+vt+Ll
Fig. 3 Short puls, input signal.

this analysis. Lens L2 performs a Fourier transform
on the light leaving the cell, and the resulting ampli- is a sinc function centered at a. However, the ampli- I
tude distribution in plane P2 is given by the spatial tude of the sinc function increases linearly as t in-
Fourier transform creases, while its width decreases. The most interest- 3

S(at) = s(t - z10 ezpU2rf,(t - x/vi exp/j2ua)ldz. (2) ing result is the relationship between the temporal and
Cspatial frequencies. Whereas the temporal frequency

where L is the length of the acoustooptic cell and a is is ft, over the entire spectrum for the cw signal, the

the spatial frequency. We make the change of vari- temporal frequency is f, only at the centroid of the sinc

ables u - (t - x/v), so that Eq. (2) becomes function (at a - ac) for the evolving pulse. In the
sidelobes of the sinc function, the temporal frequency

S(agt) - v exp(ij2avt) Ia (u) expfj2s(a - a)vuldu, (3) is equal to f - (a + a,)v/2, which varies continuously
T- with a. According to this result, at a spatial frequency I

where T - Lu is the equivalent time duration of the le + Aa the corresponding temporal frequency is f, +
acoustooptic cell, and we use the relationship f, - acv 4f/2.
to produce Eq. (3). The amplitude distribution for a The third signal is a short pulse of duration To << T

given input signal is obtained using either Eq. (2) or (3) and carrier frequency f, that is completely within the
depending on which is more convenient. acoustooptic cell. This signal, illustrated in Fig. 3,

We consider three signals that demonstrate differ- exists for the time period 0 < t < (T - TO). Using Eq.

ent relationships between the spatial and temporal (2), we find that the amplitude distribution in plane P2  I
frequencies. First, consider the signal for which s(t) - Is
1. This input is a cw signal of frequency f, and unit S(at) - ezpU2rf(t - z/v) ezp(j2rot)dz

amplitude. We use Eq. (3) to get f-L e
S(at) -v *z2ravt) ezpfj2w(a - a,)vuldu - Lo ezpfj2savt) sincf(a - ae)LvJ; To 5 t _s D( T - Ta).

-r (6) a- L ezp(j2rf) sincf(a - a,)L]. (4) The spectrum of a short pulse is a sinc function, again I
This result indicates that the spatial spectrum is a sinc centered at a., whose amplitude and width are propor-
function centered at a, with the amplitude proportion- tional to the pulse length L0 but independent of time.
al to the length of the cell. In addition, the entire The temporal frequency for this signal is simply= ,u.
spectrum has temporal frequency fc, independently of Therefore, at ac the temporal frequency is f,, and at ac
the spatial frequency position in plane P2. + Aa the corresponding temporal frequency is fc + 4.

The second signal is a pulse moving into the cell as The results for these signals show interesting rela-
shown in Fig. 2. This pulse has duration To >> T and tionships between the spatial and temporal frequen- I
carrier frequency f,. If the time of arrival of the lead- cies in the sidelobes of the spectra. For the cw signal,
ing edge of the pulse is at t - 0, the leading edge moves the temporal frequency of the sidelobes does not differ
tox-(-L/2+vt)attimeO<t<_T. If the pulse has a from that at the centroid of the spectrum. However,
unit amplitude, Eq. (2) becomes for the evolving pulse the change in the temporal fre-

L_ t quency is Af/2 for a spatial frequency located Aa from
S(a.t) - O4ezpU2rf,(t - z/v) ozp(j2rtz)dz the centroid, and for a short pulse the change in tempo-

f- n ral frequency is 4f. These results are explained in part
- ,zpfj2s(a + a,)ut/21vut by considering the motion of the midpoint of the pulse.

x ine((a - ae)vt; o S sT. (5) For the cw signal, the velocity of the midpoint is zero
because the signal always fills the cell For the evolv-

As for the cw signal, we find that the spatial spectrum ing pulse, the velocity of the midpoint is equal to v/2,
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I
while the velocity of the midpoint is equal to v for the
short pulse.

The temporal frequencies of these spatial spectra pU
are measured by heterodyne detection. This is
achieved through an interferometric process between a
reference probe and the spectrum of the signal.' In
heterodyne detection, we retain the cross-product

term from the intensity produced by the sum of the
reference and signal beams:

I(at) - JR(a) + S(at)1
2

_ IR(a)12 + IS(at)12 + 2 R{R(a)S*(a,t)], (7) Fig.4. Amplit ue the sP *ctrUm of th evolving pu bs t twotne

where R(a) is a sinc function representing the refer- insune.
ence probe and S(a,t) is the spectrum due to the signal
beam. The first two terms of Eq. (7) are at baseband. given by o - F/vt, where 0 s t < T. We associate
These terms are removed by bandpass filtering at the with the wavelengthX, of the sidelobe structure. We
output of the photodetector. The third term is the with the aln of the loe stane ecross-product term of interest and contains the tempo- express the location of a probe located a distance l =
ral frequency information associated with the input wavelengths:3 signal. ngths:

1. Sidmiobe Move w and Ui lMxed Traulum X, 2XF/v (&)vt/2. ()

I The relationships between the temporal and spatial The instantaneous velocity of the sinc function at the
frequencies are based on deducing the temporal fre- probe is
quencies from the exponentials associated with the d(2n -_2XF
spatial transforms given the implicit requirement to u,- dt Vt-  (9)
take the real values of Eqs. (4), (5), and (6) in the .
detection process. These deductions raise some inter- We substitute Eq. (8) into Eq. (9) to find that u, =
eating issues. We expect that the temporal frequency Aamv The instantaneous frequency due to the am-
content of the evolving pulse, after it transitions into a plitude modulation is the ratio of the velocity of the
cw signal at t - T, would be similar to that of a cw sinc function at the probe divided by the wavelength of
signal How, then, does the temporal frequency for a the sinc function:
probe position at a particular spatial frequency shift f f, (Aav% ,,&
from fc = 4/2 to f, during the transition? Further- f - 2 =  

- (10)
more, a short pulse behaves as an evolving pulse until , 2
its trailing edge enters the cell. Again, how does the This result shows that the frequency of the amplitude
frequency shift from f, + 4f/2 to f, + 4f during the modulation is independent of time. It is not a func-
transition? To gain insight into these issues, we begin tion of the length of the evolving pulse. The spectrum
by considering the amplitude modulation induced by given by Eq. (5) changes so that as the velocity of a nullE the sidelobe structure of the evolving pulse. Lee and decreases the distance between nulls decreases by ex-
Wight 2 provide an alternative analysis of the ampli- actly the same factor to produce a fixed frequency. As
tude modulation for pulsed signals in a power spec- shown by Eq. (10), the frequency introduced by the
trum analyzer. amplitude modulation is a function of the position of

The results in Eq. (5) indicate that, for a pulse mov- the probe.
ing into the acoustooptic cell, the sinc function at the This analysis has been largely intuitive, but the re-
output plr., begins with a broad central lobe spread suits have important implications. If the amplitude
over the entire spatial frequency range and becomes modulation interacts multiplicatively with the fc + A/
narrower as the pulse fills the cell. If the probe is 2 temporal frequency term found from Eq. (5), the
placed a considerable distance from a, outside the result is a carrier frequency at f, + 4/2, amplitude
central lobe of the sinc function when the pulse has modulated by a frequency at 4f/2. We have made theIfilled the cell, the amplitude modulation due to the association from Eq. (10) that A- Aav. An equiva-
movement of the sidelobes past the probe introduces lent interpretation is that the signal results from the
frequency components at the output in the form of sum and difference frequencies at f - f, and at f - f, +
amplitude modulation. 4. This interpretation suggests that there are two

Figure 4 shows the sinc function due to the evolving frequency components at the output; one at the carrier
pulse as the pulse is moving into the cell and when the frequency and one dependent on the position of the
pulse has filled the cell. The sinc function is centered probe. These frequency components are also found in
at G, corresponding to the spatial frequency a,, where k the other two spectra discussed. The cw signal pro-
= aXF. From Eq. (5) we find that the distance be- duces a frequency f mf for all positions of the probe in
tween the nulls of the sinc function at some time t is the output plane, and the short pulse signal produces a
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U
frequency f - h, + 4 that is dependent on the probe
position. Our second interpretation suggests that
both frequency components are present while the
evolving pulse is moving into the cell. After the pulse
completely fills the cell to become a cw signal, only thef
- fc frequency component remains. On the other __^__ __ __ ^_ I
hand, when the evolving pulse terminates in a trailing 0 -
edge to create a short pulse, only the f - f, + 4
component is present. Fig. 5. Mixed transform of the evolving pulse.

This analysis provides insight into the transition
between the three signals. However, to find a more
precise solution that gives both the spatial and tempo-
ral frequency content of a signal, we use the mixed I
transform. The mixed transform is the Fourier trans- the pulse also has a finite extent in time. For a probe
form of the input function in terms of both spatial and at a spatial frequency corresponding to a = ac + At,
temporal frequencies 3: the mixed transform shows a sinc function centered at

the temporal frequency f - fc + A, which agrees with I
f- observations made in Sec. II.

S(a4) - s(z~t) expti2s(az-/t)ldzdt. (11) The spatial frequency transform for the evolving

pulse is given by Eq. (5). The mixed transform be-

The mixed transform reveals the temporal frequency comes
content at any position of a probe in the spatial fre- S(aT) [r
quency plane. We use the mixed transform to support S 1o - U ezp1fra + aohtJ
the observations made in the preceding sections about -
the temporal frequency content for each of the three x sinC[(a - a,)utl ezp(-j2ift)dt

input signals. - " [sine(/- a)T]
Since the spatial frequency transform for each input a - ac

signal was found in Sec. U, we find the mixed trans --
form by completing the temporal part of the trans- - ezp*(a)] sinci(f- av)T]l, (15)
form: where 0(af) is a phase term. By a series expansion, it

.S e(2rtt() is easy to show that the result is finite for a = a. For a
S(a,t) exi(-j2irft)dt. (12) probe at a = a, + Aa, the result shows two temporal

frequency components, one at f - fc and one at f = f, +
For the cw input signal, the spatial frequency trans- 4 as shown in Fig. 5. This result supports the obser-
form as given by Eq. (4) is used in Eq. (12) so that the vations in which we accounted for the amplitude mod- I
mixed transform of the cw signal is ulation due to the sidelobe motion as well as the fre-

S(aJ) - L sinc((a - a,)LJ f exp(-j2s(f - av)tldz quency induced by the motion of the midpoint of the
pulse. In addition to the strong frequency concentra-
tion atf, and f, + A/, we see that weaker frequencies are

SLT nc((a - a,)L18/- a v). (13) generated by the sidelobe structure. We expect to

This result shows that the temporal frequency consists observe these frequencies between the two dominant

of a 5-function centered at f - av - f, independently of frequencies where the sidelobes of the two frequencies
the probe position and agrees with our observations in overlap, with their strength dependent on the phase

Sec. II. The sinc((a - a)LI function shows that the relationship between the two terms of Eq. (15).4

finite extent L of the spatial aperture causes spectral IV uessbw Tom
spreading in the spatial frequency domain, whereas 6(f
- acV) shows that the temporal frequency content of The intensity at the output, given by Eq. (7), con-

the signal is pure. tains three terms. In the preceding section we limited

For a short pulse signal, the spatial frequency trans- our discussion to the cross-product term, which con- I
form is given by Eq. (6), and the mixed transform tains the information of interest. In this section, we
becomes determine the temporal frequency content of the other

two terms to validate our assertion that they are at
S(aJ) - L sinc((a - ac)Lji exp(-j2i(/ - v)jdt baseband and can be removed by bandpass filtering. I

For this analysis we apply the mixed transform to the
"LoT Ancl(a - ae)L sinc((f - av)71. (14) IR(a)12 and IS(a,t)12 terms. Again, we examine the

three cases of a cw signal, a short pulse, and a pulse
As w'th the cw signal, a sinc function characterizes the evolving into the cell For all three signals the term
spatial frequency distribution due to the short pulse JR(a)12 due to the reference beam has zero temporal
length. In this case, however, the temporal frequen- frequency content since the reference beam is a plane
cies are also distributed according to a sinc function wave that is not time dependent. Therefore, we focus I
instead of being concentrated entirely at f - 0, because on the temporal frequency content of IS(a,t)12.
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I
I For the cw input signal, the spatial frequency depen- V. OpUc SyIN

dence at the output is given by Eq. (4). The mixed The optical system used for this experiment is a
transform of the IS(a,t)I trm becomes modified Mach-Zehnder interferometer shown in Fig.

IS(aj)12 - IS(a.t)12 e1p(-j2ift)dt I. Light from a 6-mW He-Ne laser is expanded by aII :f.. tElecentric lens pair, Lt and L2. Beam splitter BSI
divides the light into a signal beam, which contains the

- L 2 sinc(a - a,)L] f- ezp-j2ift)dt acoustooptic cell, and a reference beam. Cylindrical
L G - lens C focuses light into a horizontal line incident on

- Vsinc2[(a - a,)LJ6(/). (16) the acoustooptic cell, while lens C2 collimates the light
leaving the cel Mirror Mi is adjusted so that light

The temporal frequency content of this term is a 6- incident on the cell is at the Bragg angle and that
function at f - 0, which confirms that this term is at diffracted light is parallel to the reference beam.
baseband. The spatial spectrum for a short pulse is Quarterwave plates before and after the cell provide
given by Eq. (6), and the mixed transform is the required circularly polarized light incident on the

_ I-S cell and linearly polarize the light leaving the cell so
IS(aJ)12 = IS(a,t)12 exp(-j2ift)dt that it interferes with the reference probe. The refer-

ence and signal beams are combined by beam spliter
- L~ 2SinC

2[(a - ae)L: ezp(-j28ft)dt ES2. This beam splitter is mounted on a rotating stage0 s ( -so that the position of the reference probe at plane P 2 is
-L sinc2[(a - ae)Lj M (17) adjustable. Finally, lens L3 provides the Fourier

transform of the input signal and focuses the reference

where we recognize that S(a,t) exists only for a time beam at the output of the interferometer onto a photo-
interval of approximately T seconds. This result diode.
shows that most temporal frequencies are concentrat- The acoustooptic cell is a model N45070 from New-
ed in a region f < 1/1T, confirming that this term is also port Electro-Optics Systems. This cell has a center

I at baseband. frequency of 70 MHz and a 40-MHz bandwidth. The
For the evolving pulse the spatial frequency depen- propagation time is T - 40 ps, with a propagation

dence at the output is given by Eq. (5). The resulting velocity of v - 617 m/s. The input signal to the cell is
mixed transform of the IS(a,t)I2 term is provided by an IntraAction model DE-70M driver.

. This driver contains a voltage-controlled oscillator
IS(aj)12 

_ fIS~a,0)2 ezp(-j2rft)dt with an adjustable center frequency and a mixer for
amplitude modulating the carrier by an external signal

rt source. An HP model 8018A data generator is used as
)sinc 2 (a - a)vtI exp(-j2tft)dt the signal source.

The output of the optical system is detected by a
T J2 sinc fT) - ezp(-j*) aic((I -Iau + T RCA C30831 PIN photodiode. After detection, the

(a - a)- exp(-jf) sinc[(f + av - av)71J unwanted baseband terms are removed by a bandpass

For a probe located at a spatial frequency a - a, + Aa,iEwe have
wep - * ( -jv f- Aa) 71 sincj(f - a )711

IS(a, + aj)12 - (4a)l {2 -ifC(T)*0 -(j1( + 2a)1 siC(f + Aa0)TII' (19)

I which reveals that the temporal spectrum consists of
sinc functions centered at f - 0 and f - *a where 4 - filter, and the desired signal is amplified for measure-
,ay. Again, by using a series expansion, we can show ment with an oscilloscope and spectrum analyzer.

* that the result is finite at 4a - 0. These frequency The transimpedance amplifier is a Signetics SE5212
components are at baseband, but the frequency spread whose nominal bandwidth is 100 MHz. However, the
is greater than in the other cases and depends on the bandwidth depends on the capacitance of the photode-
position of the probe. The bandpass filter is designed tector and the values of the input resistance and capac-
for the worst case, which occurs when the probe is itance of the device. The wideband amplifier is a
located at a position corresponding to the cutoff fre- Signetics NE5539 ultrahigh frequency operational
quency of the acoustooptic cell. For an acoustooptic amplifier. The maximum gain for the 90-MHz band-U cell of bandwidth W centered at f, the maximum value width required in our experiments is -13 dB, which is
of 4f is W/2. Therefore, the bandpass filter is de- sufficient to provide a signal to the oscilloscope or
signed for a pasaband of bandwidth W, centered at f,, spectrum analyzer for measurement.
andastopbandforf< W/2. The bandpas filter must The dynamic range is -70 dB in a 10-kHz band-I reject these frequency components so that the cross- width, which is equivalent to 34 dB at the full system
product term is detected without croestalk from the bandwidth of 40 MHz. The measured dynamic range
baseband terms. is less than the theoretical value due to aberration in
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'the system, especially in the cylindrical lenses, and rf pPF

noise in the circuit that could not be eliminated. p

AL Eq~m i ResibSwu
To confirm our theoretical analysis, we want to ob-

serve the movement of the sidelobes of the spectrum I
for the evolving pulse. In addition to providing a
known pulse duration within the cell, the aperture M

before the acoustooptic cell sharply truncates the inci- a a,dent beam and thereby produces large detectable side- f f

lobes. We drive the cell with a cw signal and center the Fig. 6. Position of the reference probe in the signal spectrum.
aperture on the Gaussian beam by checking that the
nulls and peaks of the sidelobes are symmetrical.
With an input signal consisting of 1-ps pulses on a 33- sured for each of the positions in the spectrum given in
As repetition period, the aperture is adjusted until the Table I.
output of the photodetector has a 10-ps duration, For the pulse input signals, a periodic modulation
which corresponds to an aperture width of 6.17 mm. signal is necessary to provide enough time history of

We rotate the final beam splitter to move the refer- the output signal to ensure accurate frequency mea-
ence probe to different positions in the spectrum so surements by the test spectrum analyzer. We set the
that we can measure the temporal frequency as a func- repetition period of the modulation signal at 33 pm,
tion of spatial frequency. Recall that the temporal which ensures that only one pulse at a time is in the
frequency of a cw input signal is related to the spatial aperture. The use of a periodic modulation signal,
frequency in the Fourier plane by f - av. We begin by however, produces some artifacts in the spectrum ana-
applying a cw input signal to the acoustooptic cell so lyzer measurements because only the fundamental fre-
that light is diffracted to the desired probe position. quency associated with the repitition rate and its har-
For example, to move the probe to a position corre- monics are observed on the test spectrum analyzer; the
sponding to a - a, + Aa, as shown in Fig. 6, we set the continuous temporal spectrum of the pulses is, there-
temporal frequency of the input signal at f - f, + Af. fore, sampled at 30-kHz intervals.
We then adjust the probe to maximize the output of The principal factors that affect the accuracy and
the photodetector. We estimate that we position the resolution of the temporal frequencies measured by
probe to within -2 pm of the desired position, which the test spectrum analyzer are the size of the reference
corresponds to a +17-kHz frequency uncertainty, probe, resolution bandwidth of the test spectrum ana-

We calibrated the system at positions corresponding lyzer, fundamental frequency of the periodic input
to the centers of the first three sidelobes and a position signal, and calibration accuracy of the probe position.
midway between the centroid and the first null for Since interference occurs only where the signal spec-
each of the pulse widths analyzed. The results of these trum and reference beam probe overlap and are coflin-
calculations are shown in Table I. In this table, To is ear, the effective size of the photodetector is deter-
the duration of a pulse in the input signal, L0 - vTo is mined by the width of the central lobe of the probe.
the corresponding length of the pulse in the acoustoop- For illustration, consider a short pulse input signal.

tic cell, and U is the distance of the desired position of Our analysis shows that the output contains all tempo-
the probe from the centroid of the spectrum. The ral frequencies in the band where the reference probe
value 4f is the change in the frequency of the cw signal and signal spectrum overlap. The -3-dB bandwidth
required to overlap the probe at 4E. corresponding to the half-power width of the probe is,

Since the maximum pulse duration is limited by the for a 15-mm aperture in the reference beam, equiva.
aperture, the value obtained for the 10-ps pulse also lent to a 41-MHz band of temporal frequencies. The
apply for any pulses longer than 10 ,s, including the cw periodic nature of the input signals produces harmon-
signal. For example, the third sidelobe for a 1-ps pulse ics of the repetition frequency, which is -30 kHz. The
input signal is a distance 44 - 538.4 pm from the
centroid of the spectrum. This corresponds to a tem-poral frequency of 4f - 3.5 MHz. The frequency of a TY1 L Frsqucy SM Campaudq to PosLIN I Spa de Frequency

cw calibration signal required to position the probe at _ _ _ _ _ _ _ _

this position if[ - f, - 4f - 66.5 MHz, where we use a Pule width Corresponding position
70-MHz center frequency and chose to position the To Lo (mm) in sinc function g (sam) A(kHz)
probe on the low frequency side of the midband fre- 10.0 6.17 Within main lobe 7.7 50.0

quency. First sidelobe 23.1 150.0

The first spectrum of interest is that of a cw signal. Second aidelobe 38.5 250.0
The input signal is tuned to 70-MHz, and the position Third sidelobe 53.8 350.0

of the reference probe is adjusted to maximize the 1.0 0.617 Within main lobe 76.9 500.0
output of the photodetector. The output is observed First sidelobe 230.8 1500
on both an oscilloscope and an electronic spectrum Second sidelobe 384.6 2500
analyzer, and the frequency and amplitude are mea- Thid sidelobe 5U,4 3500 1
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Fig. 7. Frequency resolution components of the measurement sys-
tem.

temporal frequency spectrum observed by the test
spectrum analyzer is, therefore, made up of samples at (a)
each harmonic frequency. The width of these samples
is equal to the resolution bandwidth of the test spec-
trum analyzer, which is set at 10 kHz. The combina-
tion of all of theie factors is shown in Fig. 7. The
overall frequency measurement accuracy due to the
+17-kHz uncertainty in the probe position and the
* 15-kHz uncertainty due to the sampling spacing is
approximately :L23 kHz.

We begin with the experimental results for the cw
signal. The spectrum of a purely evolving pulse is

measured using a 10-jss pulse. A 1-ss pulse is used for
the short pulse signal. For each pulse width, the fre-I quency and amplitude at each position of the probe, as
shown in Table I, are measured using the same method
used for the cw signal. As new phenomena are ob-
served, we introduce the experimental evidence.
Where a particular phenomenon is common to all sig-
nals, we present it only in the first instance and discuss
its significance.

A. Co z Wave(b)
Fig. 8. Spectrum of the cw signal: reference probe at (a) 4 = 0.0The results of the temporal frequency measure- Hz and (b) ff353 kHz.

ments for the cw signal are given in Table II. In this
table, the quantity Af - f, = Aau is the difference
between the carrier frequency and the frequency cor-
responding to the position of the reference probe. test spectrum analyzer. The values of 6f in parenthe-
This calculated value is related to the spatial frequen- ses are equal to zero to within the accuracy of the test
cy of the spectrum and is expressed in terms of the instrumentation, as discussed above. Also included in
corresponding temporal frequency so that it can be the table is the power of the output signal above the
compared with the measured temporal frequency of noise floor, measured using a 10-kHz resolution band-
the spectrum. The quantity 6f is defined as bf = f, - width. The small difference between the measured
fin, where f,, is the temporal frequency measured by the frequency and carrier frequency is within the 10-kHz

resolution bandwidth of the spectrum analyzer.
Table L Mbmed Vahm ew ur uiWSk These results agree with the results predicted by Eq.

da (mm) A (kHz) 6f (kHz) Power (dB) (4).
Figures 8(a) and (b) show the resulting spectra for

0.0 0.0 0.0 46.1 probe positions corresponding to _V = 0 and Af= 353
0.078 48.0 (-2.0) 41.1 kHz, respectively, to illustrate the test data. For both
0.176 109.0 (9.0) 38.0 probe positions we observe a peak, at the carrier fre-
0.254 157.0 (7.0) badit2fth9etsetrmaaye.0h eut
0.321 198.0 (-2.0) 29.7 quency, whose width is determined by the resolution
0.402 248.0 (2.0) 21.5 bandwidth of the test spectrum analyzer. The results
0.572 353.0 (7.0) 23.4 from Table II for a cw input signal show that the
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I
temporal frequency is equal to the carrier frequency
for all positions of the reference probe. 3
B. The IO-usPule

The l0-Ms pulse represents a pure evolving and de-
volving pulse because the acoustooptic cell aperture is i
exactly 10-ss long. This signal is of particular impor-
tance in confirming the predictions in Sec. III for the
evolving pulse signal. The predicted results are that
the temporal frequency consists of a component f, at I
the carrier frequency and a component f, + Af at the
frequency corresponding to the position of the probe.
The expected values for the measured temporal fre-
quencies are bf - 0 and bf - f for each position of the
probe. The results of the measurements for this signal
are shown in Table III. Note that there are five values
for the measured temporal frequency when the refer- i
ence probe is positioned at A= 154 kHz. The first
two values, at -7 and 23 kHz, and the last two values, (a)
at 151 and 181 kHz, clearly illustrate frequency uncer-
tainty resulting from the sample spacing of k23 kHz m
due to the periodic nature of input signal. Each of
these pairs of values is, therefore, two samples of a
single peak, indicating that there are peaks at approxi-
mately bf = 0 and bf = 4, as predicted by our analysis
for an evolving pulse. The remaining value is at 6f =
83 kHz, which is within the 30-kHz system accuracy.
This frequency is due to the sidelobes of the sinc func- .
tions in the mixed transform of an evolving pulse as

given in Eq. (15).
The values obtained at the various probe positions

agree with the predicted results within the k23-kHz
accuracy of the test equipment. With the reference
probe at the centroid of the spectrum, Fig. 9(a) shows
that only the carrier frequency is detected, as predict-
ed by the theory. The two strong frequency compo-
nents as well as the weaker frequency components are
clearly seen in the spectra for a probe position corre-
sponding to Af = 345 kHz, as shown in Fig. 9(a). $

(b)

C. The 1-gs Pulse Fig.9. Spectrum of the evolving pulse: reference probe at ta) 4=
The 1-Ms pulse input signal is used to measure the 0.0 Hz and (b Al= 345 kHz.

spectrum of a short isolated pulse moving through the
cell. The predicted results for the specti am of this

pulse, given by Eq. (6), are that there is only a single
temporal frequency at f = f, + Af, which corresponds to

ale Il. M vamw a M Pa. hI the position of the reference probe. The measured

Aa (rmm) A (kHz) 6f kHz) Power (dB) values for this signal are shown in Table IV. The

0.0 0.0 0.0 355 results in Table IV show that, at each position within0.0 00 0.035.5the spectrum, the measured temporal frequency corre-
0.081 50.0 (23.0) 35.7 sponds to the spatial frequency of the reference probe

53.0 36.7 position to within the ±23-kHz accuracy of the system.

0.250 154.0 (-7.0) 20.4
(23.0) 19.5
83.0 26.5 Table . Memwd Values for 1-os Pulse input Signal

151.0 35.7
181.0 38.3 .1a (mm) -1(kHz) 6fkHz) Power tdB I

0.408 252.0 (23.0) 13.5 0.0 0.0 0.0 :15.0
285.0 33.8 0.812 0.501 0.508 .30.5

0.599 345.0 (17.0) 12.3 2.428 1.498 1.488 19.4
137.0 16.5 4.053 2.501 2.531 14.9
369.0 32.3 5.666 3.496 3.496 12.1
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3a (C)

(b) (d)

Fi,~ io Spectrurn 4 the short pulse reference probe att a) A1i 0Hz, i I Al 1. 5 KH z, ci Aj I 5H z. d 1 %1 H Mz

The experimental res ults support the predictions V1i. Tiff* Waveform Representation
made I n iiur analysis. Figure DiJ illustrates the change The analysis and experimental evidence:support !he
in the temporal trequencv as the reference pro~be is fact that the spectrum of an evolving pulse consists ofImoved away frim the carrier frequency. Figure ll~ia) two) frequencies spaced g apart. We return ti the
i., the pek trlim at the centriiid if the ;inc function in issue of why this temporal frequency behav ior was not
he s patal frequency plane , .Figures tioihi. recognized in Ref. 1. This behavio)r could have been

ici, aind Iii 'how the -spectrum when the probhe is predicted if the original analysis had been carried for-
moved byhv 2. 42M. ;.o5-1, and -.t666 cvcdes, mm. ward one more step. For example. if we take the real
The results ,hiiw that the temporal frequencies are at part of Eq. 15), as is required to complete the analysis

=% 1458., 2.53ti. nd t.49- MHz. which confirms that of the cross-product term, we haveIj A = _%oL'. We -ee that the temporal frequenc,.
obhserved at the output fur a s;hort pulse input ;ignal is ': ~ t co~f2v a+ iIt 21 sinc 1 . 1r

dependent only un the posuitioin of the prohe within the
~patial frequency ..pectruim. These results are ex-Itremely interesting because the temporal frequency is We expand the iinc function to obhtain
independent if the carrier frequency it .the input sig-
nal as long: . e sat istv the lefi niti n if4a ;hiirt Pulse t-cjr~* if t! 'n21 ' 21Icointained wi, iun the cell1.-
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I
raised earlier about how the temporal frequencies
change as the input signal changes its form. 3
V111. Sumiary and Conckis

Continuous wave signals are the most common type
encountered in spectrum analysis applications. For
this signal, the temporal frequency is equal to the
frequency of the input signal for all spatial frequencies
in the Fourier plane. Therefore, the temporal fre-
quency is independent of the position of the probe. I
The short pulse and evolving pulse signals are less

frequently encountered in spectrum analysis but are
becoming more important because they form the basis
of exotic signals used in modern communication svs-
tems. The temporal frequency content of these sig-
nals forms a significant signature which may help in
separating them from cw signals.

Of the three signals that we studied, the most inter-
esting is that of an evolving pulse because it forms a

Fig. 11. Oscilloscope trace with probe at Af = 34.5 kHz for a 20-gs bridge between cw and short pulse signals. The analy-
pulse. sis in Sec. III, which we confirmed by experiment.

shows that the temporal frequency at the output when
a pulse is moving into the cell consists of sinc functions
at / = f, and f = f, + A4. If the pulse is longer than the

where we again ignore unimportant constants. Con- effective period of the acoustooptic cell. it becomes a
sider the situation where the reference probe is located cw signal when the pulse fills the cell, and all temporal

at a = ac + Aa. We then find that frequencies except that at f = f, disappear. If the
I pulse is not longer than the effective period of the cell.

S(at) cos[2rqa + -a, 2)vtl sinl2ri- ,,2ftt ,22) all the temporal frequencies except that at f = f + Aj I

disappear when the trailing edge of the pulse enters the
This result clearly shows that the output has temporal cell. How quickly the frequency components disap-
frequency [, + .f/2, as noted before. modulated by a pear depends or. the rise and fall times of the pulse I
signal whose frequency is Af/2. Its temporal decom- edges.
position is, of course, two frequencies spaced by Af/for A short pulse input signal moving through the cell
the time interval 0 < t < T. results in an entirely different relationship between

To illustrate the time waveform represented by Eq. the spatial and temporal frequencies at the output.
(22), we place the probe outside the central lobe so that The temporal frequency is exactly equal to the fre-
we observe the amplitude modulation due to the side- quency corresponding to the spatial frequency at the
lobe movement on an oscilloscope. We use a 20-gs position of the probe. Therefore. the temporal fre-
pulse signal to show the evolving pulse response for 10 quency is independent of the carrier frequency of the
as, the transition from an evolving pulse to a cw signal input signal and depends only on the position of the
that exists for 10 ws, and the response of an evolving probe in the spatial Fourier transform plane.
pulse leaving the cell. The amplitude modulation for I
each portion of the output signal is seen in Fig. I I for .i This work was supported by the U.S. Army Research

= :345 kHz. The frequency of the amplitude modula- Office.
tion at the beginning and end of the output is measured i
from the oscilloscope as 182 kHz. The expected value Re e
of the modulation frequency is A//2 = 172.5 kHz. The t. A. VanderLugt. "Interferometric Spectrum Analyzer." Appi.

error of the measured value is. therefore. 5.2%, which is Opt. 20. 2770-2779 11981).

reasonable for such measurements. The oscilloscope J. P. Y. Lee and .. S. Wight. "Acoustooptic Spectrum Analyzer:
trae alsobleofr sharp tasr ents. the o sinlscope1 Detection of Pulsed Signals." Appl. Opt. 25, 19.-198,1986Jtraces also show a sharp transition to the cw signal at 10 A. VanderLugt and A. M. Bardos. "Spatial and Temporal Spectra
as, when the pulse fills the cell, and then back to the of Periodic Functions for Spectrum Analysis.- Appl. Opt. 23.
evolving pulse signal 10 us later as the trailing edge of 4269-42"/9 (1984).
the pulse passes through the cell. This result, more 4. A. M. Bardo6. Harris Corp.. Melbourne. FL. private communica-
graphically than the others, answers the questions tion.

1
@ i
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_ Role of photodetectors In optical signal processing

I W. Anderson, B. D. Guenther, J. A. Hynecek, R. J. Keyes, and A. Vandertugt

I Optical signal processing applications place demands on photodetector arrays beyond those encountered in
image sensing applications. We review the basic requirements and show that increaed dynamic range and
nonlinear decision operations that lead to reduced output data rates are the key improvements needed for
both I-and 2-D arrays. Arrays of high-speed photodetector elements with integrated postdetection circuitryIare also needed. Although we suggest some possible methods for achieving these goals, our main objective is
to stimulate the photodetector community to design and fabricate more useful devices.

I

I. bkdraduoiI paper we distinguish between performance character-

A key attribute of optical processing is that compu- istics obtained through evolutionary developments
tationally intensive operations can be performed using and those achieved only through revolutionary devel-I the highly parallel structure of processing architec- opments; the latter are of greatest interest and impor-
tures. With few exceptions, however, the input and tance for optical signal processing.

output signals are functions of time; various input In Sec. II we describe the nature of some basic opti-
devices have been developed for converting time sig- cal processing systems to establish required perfor-
nals into space/timesignals. In this paper, we focus on mance parameters of photodetector arrays. In Sec. III
the output devices needed to convert the optically we review the basic device physics and current perfor-
processed signals into time signals that can be further mance levels. We compare the noise mechanism for

processed. single-element devices with those of arrays and show
Most parallel optical processing architectures re- that processing systems are not always quantum noise

quire an array of photodetector elements at the output limited. In Sec. IV we describe some characteristics

of the system. Some performance parameters of cur- desired of future devices with particular attention to
I rently available imaging devices are entirely accept- increasing the dynamic range and reducing the read-

able. For example, linear arrays having up to 4096 out rates.
elements integrated on a single chip are now available; 1. @nc(Wru.d an Optdi Data Pacesmg
this number is adequate for many 1-D processing ap- Weprovideabriefintroductiontoopticalprocessing
plications. In contrast, we need 2000- X 2000-element we prtide asi s on th optcal po -
area arrays now, but current 2-D arrays are limited t with particular emphasis on the photodetector compo-
the order of 1000 X 1000 elements. The evolution nent of the system. There are review papers that

i toward high-definition TV may provide the desired cover the subject in greater detail, 1.2 and special issues
number of elements in the future. Throughout this have been devoted to optical processing.3 -  Optical

signal processing has its roots in the work of Abbe who
showed, at the turn of the century, how an image
formed by a coherently illuminated microscope could
be modified by altering the diffraction pattern pro-

G. W. Anderson is with U.S. Naval Research Laboratory, Wash- duced by an object. This diffraction pattern, more
ington DC 20375-5000; B. D. Guenther is with U.S. Army Research generally called a spatial frequency distribution, is theI Office, Research Triangle Park, North Carolina 21211; J. A. Hyne- Fourier transform of the object; this transform plays a
cek is with Texas Instruments, Inc., P.O. Box 225012, Dallas, Texas central role in optical processing.
75265; R. J. Keyes is with MIT Lincoln Laboratory, P.O. Box 73, Until 1960, the outputs of optical processing systems
Lexington, Massachusetts 02173; and A. VanderLugt is with North
Carolina State University, Department of Electrical & Computer were generally detected, recorded, and displayed using
Engineering, Box 7911, Raleigh, North Carolina 27695. photographic film; we might say that the first 2-D

Received 30 November 1987. photodetector array was photographic film. Film re-
0003-6935/85/142871-1602.00/o. quires a certain number of photons per unit time, is3 © 1988 Optical Society of America. sensitive to light in certain spectral ranges, and has a
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U
dynamic transfer function (the H-D curve), a modula-
tion transfer function, and a noise floor (often ex- f .
pressed in terms of granularity, grain size, or Selwyn's I
number). Although the terminology is different, the
concepts are similar to those associated with photode-
tector arrays.

A key advantage of photographic film is that it has
high spatial resolution which can be chosen to match
that of the optical system. The major disadvantage of
film is that is must be developed; as a result, it cannot (a)support real-time operations. A vidicon or an image
orthicon can be used as the output detector, but these
devices have limitations such as inadequate dynamic a
range and geometric fidelity. The development of 1- I
and 2-D photodetector arrays based on photosensitive .,
CCD structures provide a new flexibility of operation
and have many desirable features. These devices were
developed primarily for imaging applications such as -
electronic newsgathering, surveillance, scanning, or in-
spection. As a result, these devices are not tailored for
use in optical processing applications. (bc) 

We now describe some basic forms of optical pro-
cessing systems; the algorithms we implement are gen- Fig. 1. Spectrum analyses: (a) optical spectrum analyzer: (b) spec-
erally related to either spectrum analysis or correla- tra of wave patterns; (c) ring/wedge detector geometry.
tion. These examples are selected to identify those
features of optical processing that place unusual de- is generally more uniformly distributed at all spatial
mands on the photodetectors. frequencies with no predominant peaks. As an illus-

tration of 2-D spectrum analysis, we show in Fig. 1(b), a
A. Specen Analyzers photograph of the ocean surrounding one of the Carib-

Spectrum analysis is probably the most widely used bean islands. Images of the surface of the ocean pro-
algorithm in the physical sciences for gaining informs- duce spectra that give information about wind direc- 3
tion about unknown signals. In the optical system tion and ocean depth. From the spectra shown in the
shown in Fig. 1(a), an image is placed in plane P, and insets, we note that strong diffraction occurs in direc-
illuminated by coherent light derived from a point tions normal to the wave patterns. Where there are
source. A key feature of this system is that the com- two interfering wave patterns, two relatively strong I
plex valued light distribution in plane P2, the back diffraction patterns are present. Where the surface
focal plane of lens L2, is the Fourier transform of the waves are propagating in a direction different from
light distribution in plane Pi (Ref. 7): that of the major swells, due to a shift in the wind

direction, the higher spatial frequencies have a direc- I
S(a,) a(zy)s(xy) expUj2s(z + Oy)]dzdy, (1) tion differing from the lower frequencies. We arrange

for small portions of the input to be illuminated se-
where s(xy) is the amplitude of the signal, a(xy) is the quentially; the spectra of these subregions are detected
aperture function which provides weighting to control to give an indication of the sea state and its variation
sidelobe levels and establishes the boundaries of the from one region to another.
signal to be processed, x and y are the spatial coordi- (
nates of plane Pi, and a and 0 are the spatial frequency (1) Special Photodetector Array
variables associated with the coordinates of plane P 2. A photodetector array for detecting these spectral
Since all planes in an optical system have spatial coor- features consists of a set of wedge and annular photo-
dinates, we relate the spatial frequency variable to the sensitive areas, s- 0 as shown in Fig. 1(c). In this de-
coordinates and 71 in plane P2 by vice, one half of the area contains N photoconductivesurfaces in the shape of wedges. The output signals

= - -, (2) 1,112, .... ,JN indicate the degree to which s(x,y) hasspectral content at specific angles. The other half of 3
where F2 is the focal length of lens L2, and A is the the detector consists of N + 1 photodetector areas in
wavelength of light, the shape of rings. The output signals

If s(xy) contains some regular features such as the R0,R1,R 2, ... RR indicate the relative energy present
street pattern of a city, the spectrum S(aO) will show in s(xy) at various spatial frequency bins. Since $
strong spectral content in orthogonal directions. The S(a,O) is symmetric about the origin when s(xy) is real
spacing and width of the sidelobe structure in this valued, no information is lost in the detection process
spectrum indicate the period of the street spacings. In other than that which falls between the active areas.
contrast, the spectrum associated with natural terrain The object is classified by postprocessing the 9, and R,
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I values according to algonthms developed for specific C'
applications. The details of the poetprocesaing are
not important here; the requirements on the photode-
tector are. We now consider some of these require-ments. 

CC

I (2) Spectral Sensitivity
The operating wavelength is dictated by the diffrac- C"

tion efficiency of the input modulator, scattering in the (a)
optical system, and the availability of compact effi-
cient sources. The normal source of coherent light is a
laser; the photodetector should have a high sensitivity
at the wavelength generated by the laser but need not M ... * lH
have a broad spectral response. Powerful lasers such

as water-cooled argon-ion lasers have strong spectral (W)
lines at 488.0 and 514.5 nm; power outputs are in the Fig. 2. Real-time spectrum analyzer (a) the Bragg cell spectrum
0.2-20 W range. He-Ne lasers emitting at 632.8 nm analyzer, (b) the geometry of the desired array.

I are more often used; these lasers are air-cooled, com-
pact, and reliable. They are generally less powerful,
however, with typical outputs in the 10-50 mW range.

In recent years we have seen increased use of semi- (4) Array Geometry
conductor lasers, such as injection laser diodes (ILDs), Having established the required spectral sensitivity
which emit light around 830 nm and produce 10-40 and number of elements, we now consider the question
mW of power. More powerful ILDs having 200 mW of of the array geometry. A Bragg ceil spectrum analyzer

I output power have recently been announced, and even is shown in Fig. 2(a). Cylindrical lenses C, and C2 are
more powerful ones are being developed. For the sake used to illuminate efficiently the Bragg cell; in effect,
of ill ustration throughout this paper, we take X - 632.8 they cause the cell to have an apparent height equal to
nm and let the laser power be 10 mW; these figures will that of the cylindrical lenses. Lens L2 with focal
not lead us too far astray in our calculations. length F2 then produces, at plane P2, the Fourier trans-

form of the signal contained in the Bragg cell. Since
(3) Number ofElements there is no information in the vertical direction, all the

io light is focused onto the 0 - 0 axis. The spectral

I An important class of spectrum analyzer uses content of the drive signal s(t) is displayed in theacousto-optic devices to convert time signals into horizontal direction centered at a spatial frequency a¢

space/time signals suitable for real-time processing. corresponding to the temporal frequency fa. By ignor-

i Acousto-optic devices, often called Bragg cells, consist ing to te r al w e have

of an interaction media to which a transducer is bond- ing nonessential terms, we have
ed. The time signal s(t) drives the transducer so that S(at) - - a(z)s(t - x/v) ezp(j2rax)dx. (3)
pressure waves are launched into the interaction medi-

I um. The pressure wave induces a change in refractive where a(x) is the aperture function in plane P1. From
index so that the light is modulated in both space and Eq. (3) we see that the spectrum is a function of both
time by the traveling wave. Further details regarding the spatial frequency a and the current time t. In

the design parameters for Bragg cells can be found in essence, S(a,t) represents a sliding window Fourier
the literature. 11

.
2  transform of s(t) with a(x) representing the window

The cell supports a range of frequencies from f, to f2 function.
to provide an rf bandwidth of W - f2 - fi. The transit The appropriate photodetector array for such a 1-D
time of a signal in the cell is T - L/v, where L is the spectrum analyzer is a linear array as shown in Fig.
length of the cell and v is the velocity of the acoustic 2(b). The array consists of M active elements (shown
wave; the time-bandwidth product of the cell is then shaded), each of width d' and height h. The detector
simply TW. The time-bandwidth product establish- pitch is d so that c - d'/d is the spatial duty cycle of the
es the number of elements required in the photodetec- array elements. The angular separation between ad-
tor array; by the sampling theorem, we must have N > jacent frequencies and the focal length of the trans-2TW elements to avoid loss of information. form lens determine the dimensions of the array. For

Common values for the TW of Bragg cells are of the a Bragg cell of length L, the angular separation be-
order of 1000, which is almost independent of the tween minimum resolvable frequencies is simply Ae =
interaction material or the bandwidth. For example, X/L so that the frequencies are spaced at plane P2 a
we may construct a Bragg cell having W - 100 MHz distance 6GF2. We need at least two detector elements
and T - 10 jss or one with W - 1000 MHz and T - 1 As. per frequency to satisfy the sampling theorem in the
A somewhat higher TW can be obtained when telluri- Fourier domain; we therefore conclude that
um dioxide (TeO2) is used in a slow shear wave mode;
in this case we might have W - 50 MHz and T - 40 As d (4)

I so that TW - 2000. 2
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In a well-designed optical system the aberrations can the rate per line; the aggregate rate, however, remains
be kept under control if the relative aperture, defined unaffected.
as L/F 2, is less than 1/10. Thus an ideal pitch for the We need smart arrays in which the poetprocessing I
photodetector elements would be d - 10A, which is of functions are included on the photodetector chip
the order of 3 pm. The pitch on currently available whenever possible. If we could implement some logic
linear arrays is typically 12 pm or more; as a result, the functions at the element level, the transfer data rates
length of the optical system must be increased beyond and the complexity of the subsequent electronics
the ideal. Although this may not be a problem for would be drastically reduced. For example, suppose
ground-based systems, because the volume of the oPti- that we transfer information only if a photodetector
cal system is generally a small fraction of that of the element exceeds some preselected threshold. Or, sup-
electronics, the situation is reversed in airborne sys- pose that we transfer information only if the instanta-
tems where the volume and weight of the spectrum neous intensity exceeds some preset value. These op-
analyzer must be minimized. erations require builtin circuitry for each element or

In the vertical direction we have a different criterion set of elements in the array. The implications of de- I
for setting the value of h. The Bragg cell performance veloping such a capability are enormous because the
is optimized when the illumination height equals that transfer rates associated with processing a very wide-
of the transducer, which is generally of the order of 100 band received signal zan then be reduced by factors of
pm. Since there is no sampling requirement in the 102-103 or even more. I
vertical direction, the height of the photodetectors is

set by the requirement that we collect the light effi- (6) Dynamic Range
ciently, consistent with minimizing the length of the A key requirement of arrays is a large dynamic
optical system. For typical geometries, this require- range; we often need a dynamic range of 60-70 dB.
ment leads to a range of h - 60 pm for the ideal case to The output light intensity is proportional to the square
h - 240 pm for the more typical case when d - 12 pm. of the amplitude A, which in turn is proportional to the
The photodetector elements should, therefore, have square of the applied voltage V. Thus, in a power U
aspect ratios of 10-20; alternatively, we can use cylin- spectrum analyzer, we have a direct correspondence
drical lenses to match the vertical height of the spec- between the optical output power and the electrical
trum to that of the array. The required geometric input power. The photodetector current i, is propor-
accuracy for most spectrum analysis and correlation tional to the detected optical power. The dynamic
applications is that center spacings be within *1% of range of the photodetector is proportional to 10 log(i,)
nominal with a cumulative error of *d/10 over the so that if the detector and its circuitry can sustain a
length of the array. dynamic range of 60 dB, the f power of the input signal

can vary by only 30 dB; this result arises because i, = V I
so that i, = V4 in a direct detection system.

(5) Readout Rate A significantly different situation arises when we use IWe now consider the electronic format and readout a heterodyne techniue in which the detected optical

rates for linear arrays. In applications such as spec- power is Pd a 2W ., where Ph is the local oscillator
trum analysis S(a,t) may be a slowly varying function power and P is the signal beam power. The current i,
of time so that the sampling rate can be set fairly low from the detector is now proportional to -P so that i. C
without loss of information. Integration on the array, V; in turn, the output SNR and dynamic range calcula-
then, may range from a few milliseconds to a few sec. tions are based on i,1 Vz . As a result, a detector
onds, provided that the detector is not saturated. If dynamic range of 60 dB is fully available to accommo-
the integration time is very long, the contents of the date a 60-dB variation in the input rf signal. This
array must be readout, digitized, stored, and accumu- heterodyne advantage can be obtained either spatially
lated in a postdetector memory whenever saturation is or temporally through optical interferometric
approached. schemes. The price for spatial heterodyning is the

In other applications the spectrum may change rap- need for more photodetector elements; the price for $
idly so that we want to read the array once every T temporal heterodyning is the need for an array of dis-
seconds to avoid loss of information. Unfortunately, crete elements that can be read out in parallel.
the required temporal sampling rates often cannot be (a
sustained by the CCD transfer rates. As an example, (7) Sensitivity and Power Levels
suppose that we implement a spectrum analyzer hay- Photometry is a science whose terminology is
ing a 400-MHz bandwidth and an effective processing strange. In the photodetector literature, we have
time of T - 1.25 ps so that the time-bandwidth prod- quantities such as lumens, lux, phots, stilbs, apostilbs, S
uct is 500. We then need a 1000-element array to and candelas, and we ratio these by feet, square feet,
accurately sample the spectrum spatially. If we read steradians, centimeters, etc. to get even stranger quan-
the entire array in T seconds, the CCD output rate is tities such as a nit (a candela per square meter). We
800(106) samples/s; this rate is too high for both the shall use watts as the measure of power and millime- I
CCD and the subsequent digital electronic postpro- ters as the unit of distance.
cessing system to handle directly. A partial solution In a spectrum analyzer we generally operate the
to this problem is to use multiple video lines to reduce Bragg cell at a diffraction efficiency of no more than
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I
1%/frequency to reduce intermodulation products to .. M ,M
an acceptable level The rest of the system (lenses,
mirrors, beam shaping, etc.) may be -30% efficient. 0,OrM. 111

Given a laser power in the range of 10-30 mW, we find &AMYthat the maximum power that a photodetector will
intercept is of the order of 30-90 uW. The weakest ., .,,
signal we want to detect may be 60-70 dB below this
level. Wt "..."

(8) Blooming and Electrical. Crosstalk ..-
We usually read the array before the elements satu- 'M'

rate. However, if we detect weak signals by means of
longer integration times, we must ensure that the ex- I Ell
cess charge is properly drained away so that spillover

into adjacent elements does not mask the weak signals.
Typically, we want the crosstalk level to decrease at a Fig 3. Heterodyne spectrum anaysis: (a) interferometnc optical
rate of at least 10 dB/element away from a saturated sys3 N detector circuitry (rf receiver).
element to a level of at least -70 dB for all elements
further away than the seventh element. Blooming is a
more severe problem at longer wavelengths. The main differerce is that the light intensity at thedetector plane is significantly reduced. For example,(9) Linearity and Uniformity of Response we suffer a 1000-fold reduction in light due to decom-

Single-element photodiodes have large linear dy- posing a single coarse frequency into 1000 fine fre-namic ranges. At some intensity, however, saturation quencies in the vertical direction. The lower lightsets in, and the slope of the dynamic transfer curve level is compensated by using longer integration times,
decreases. Since we often introduce a compression which in turn leads to lower readout rates. For exam-
scheme to facilitate the readout and display of the ple, if we use/0 s as our readout period, the sample rateU information, a high degree of linearity is not required. is 60(10s) samples/s. There are, however, applications
A more important characteristic is that the response is where we would like to read the array at a rate of 1000
monotonic so that we can establish an inverse mapping frames/s or more, so that rapidly changing signals such
that allows us to measure the input intensity to the as frequency hoppers can be detected.
required accuracy.The saturation phenomena are slightly different for C. Hetemdynw Spectrm Anlzer

CCD arrays. The charge accumulates until the well is One way to overcome the dynamic range limitationfull; an additional charge is not readout so that there is is to heterodyne detect the complex spectrum.17.18a discontinuity in the derivative of the transfer curve. Figure 3(a) shows an interferometric system in which
Since a unique inverse mapping cannot be obtained for the lower branch is equivalent to a power spectrum
this case, saturation in CCD arrays must be avoided, analyzer. In the Fourier domain the reference beam

A uniformity of response across the elements of an from the upper branch provides a distributed local
array of *10% is generally adequate; this degree of oscillator that shifts all spectral components of the
uniformity is easily met with current technology, received signal to a fixed temporal frequency. The

output of each photodetector is of the form B + Ak
B. Two4 Inal Spectrm Anayzers cos(2rfot + 0h), where B is a bias term, A and C are

We can use a 2-D spatial light modulator to format the Fourier coefficient and phase of the kth frequency
wideband electronic signals; this modulator replaces component, and fo is a conveniently chosen IF. Each
the photographic film used in the system shown in Fig. element in the array must, therefore, respond to a1. 13 .14 More recently, the trend is to use orthogonal narrowband signal centered at fo. The low-frequency

Bragg cells to provide the desired format.' 5 '16  The terms, lumped into a bias term B, must be eliminated
output of the system is a 2-D spectrum wherein coarse by filtering. As a result, we cannot use a conventional
frequencies are displayed on the horizontal axis; each CCD photodetector structure; instead, we need a total-
coarse frequency in turn is further decomposed by the ly new kind of array in which we have parallel readout
action of the second Bragg cell to provide a fine fre- so that the signal from each element can be processed
quency resolution in the vertical direction that is of the independently, as shown in Fig. 3(b). The basic ad-
order of 1/To, where To is the total integration time. vantage of the heterodyne approach is that the dynam-
We generally need at least a 1000- X 1000-element ic range is nearly doubled in decibels, so that a 30-35-
photodetector array for this application; if we need to dB dynamic range can be extended to 60-70 dB,
resolve a spatial carrier frequency to achieve a hetero- exclusive of implementation losses.
dyne detection, we need -2-4 times as many elements
in one of the directions. D. C o n Apploce

This array must satisfy most of the performance The physical demands on photodetector arrays,
measures of the linear array described in Sec. II.A. such as the number of elements, spacings, and sensitiv-
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I
ities, are much the same for correlation applications as
they are for spectrum analysis. The dynamic range
requirement can be relaxed because the peak signal -
intensity is generally set by factors such as the target -, o iO
size, laser power, and optical efficiencies. The detect-
ed signal strength, therefore, does not vary as much as
in spectrum analysis. There are, however, some new CORRE ,"

features of the detector array that are highly desirable.
In Fig. 4 we show a classical 2-D system used for

pattern recognition. It is an extension of that shown I
in Fig. I with a spatial filter being placed in the Fourier
domain P2 and a photodetector array placed in the PEAK P

image plane P3 of the input object; this output plane is
sometimes called the correlation plane. The filter is Fig. 4. Correlation system for pattern recognition. I
constructed to match in both amplitude and phase the
Fourier transform of a known signal. If this signal
occurs in the data placed in the input plane, a strong
correlation peak results at the image position of the
signal in P3. The photodetector must then detect the
output light intensity and decide whether the correla- (a)
tion peak exceeds some preset threshold.

The photodetector array must contain as many ele-
ments as there are samples in the image. It is not
uncommon to work with 125-mm wide film having 100-
cycles/mm resolution; to match fully this capacity we Iwould need a square array having 25,000 elements on a()

side to satisfy the sampling theorem. There are no
arrays that meet the desired number of elements. But
correlation systems for pattern recognition have some
features that may help to solve this problem if the
proper nonlinearity can be incorporated into the array.
Consider a frame of imagery that contains several tar-
gets as shown in Fig. 5(a). A matched filter will detect (C)
signals when its orientation and scale are correct and
collapse most of the signal energy into a 2- X 2-pixel
space as shown in Fig. 5(b). The ratio of the number of .............
pixels covered by the target to the number covered by
the correlation peak is of the order of 104 for typical Il
targets. Since the targets generally do not overlap, we
could partition the correlation plane into 4TW/104 (Cd)
possible correlation regions and simply inquire as to
which regions are active.

For the example given, we now require a photodetec- :/ TE PEAI

tor array of only 250 X 250 resolution elements. But s.0 ' X
these elements must be of a very special type that do THE ELEMENT

not integrate the light over their surfaces. Instead, Fig. 5. Pattern recognition: (a) input scene; (b) correlation plane;

they must respond in a highly nonlinear fashion only (c) scan through correlation peak; (d) desired nonlinearity. i
when the intensity over a small part of their surface
exceeds threshold. This requirement is more easily The desired transfer characteristic for each photo-
understood by considering, as in Fig. 5(c), an intensity detector is shown in Fig. 5(d); when the light intensity
profile across one scan line of the correlation plane. is below a given value at a particular position, that
Suppose that the ratio of peak correlation signal to element does not contribute to the output. When the
mean square noise is of the order of 103 and that the intensity threshold is exceeded due to the presence of a
number of pixels contained in the target is 104. If we correlation peak, the output gc ,s to its maximum value I
were to use a photodetector surface whose response is as desired. Only a few of the 100 X 100 possible

linear, the integrated background intensity would be positions in any one of the 250 X 250 set of elements is,
-10 times that of the contribution by the correlation therefore, punctured, the remaining ones being below
peak, because, although the background noise intensi- the breakdown voltage. If we had such a device for
ty is small, there are 104 contributing elements to the pattern recognition, we could very easily conceive of
result. We would then have converted a +30 dB into a processing high-quality imagery-an application that
- l0-dB SNR condition; this is clearly unacceptable. we have basically ignored to date. 3
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E. Skng8Euw DsAc element solid-state sensors; I-D solid-state detector
Finally, there are optical processing applications arrays; and 2-D solid-state detector arrays. VacuumU wherein a wideband single-element photodetector is tube detectors have advantages such as operation in a

needed. The format is preferably rectangular with a Photon-noise-limited regime; however, we shall focus
high aspect ratio (e.g., a detector 4 mm long by 0.40 mm on the use of solid-state devices because of their small
high). Bandwidths up to 1 GHz are required, and the size, high reliability, low-voltage requirements, and
key problem is keeping the capacitance of the device the possibility of integrating the detector with signal
under control while maintaining the bandwidth. processing electronics. There are three basic classes

of solid-state photodetector photoconductors; deple-
F. Stsmiary of Needs tion layer detectors; and avalanche photodetectors.

We have briefly touched on various optical process- A. 8ementary Devic Physics
ing architectures that illustrate some of the require-
ments on photodetectors. There are, of course, many The device physics parameters which are critical to
other applications such as adaptive filtering or ambi- acousto-optic signal processing photodetectors are
guity surface and Wigner distribution generation; quantum efficiency, responsivity, pixel-to-pixel cros-
these applications have requirements similar to those stalk, charge capacity, intrinsic detector transfer char-
given above. Photodetector arrays are also needed in acteristics, detector dynamic range, and noise. These
applications such as synthetic aperture radar process- device parameters are important because of the high
ing or tomographic processing. We have defined five dynamic range (-70 dB or 107 in terms of photon flux)U generic types of detector: (1) a wideband single-ele- and high speeds required at the output of an optical
ment detector; (2) a 1-D array of discrete (parallel processor. They have been treated in detail else-
readout) detectors; (3) a 1-D array of integrating (seri- where' 9- 21 and consequently will be covered briefly
al readout) detectors; (4) a 2-D array of discrete detec- here.
tors; and (5) a 2-D array of integrating detectors. We (1) Photoconductors
can summarize these needs as follows: A photoconductor is a junctionless semiconductor
One-dimensional Arrays device whose conductivity increases when exposed to

At least 2096 elements in (CCD format). light. Incident photons with energy greater than the
At least 256 elements (discrete, wideband). semiconductor bandgap produce electron-hole pairs
Multiple video lines (total rate of > 100 MHz). which contribute to the conductivity of the device until
Wide dynamic range, low crosstalk, high linearity, recombination takes place. The change in current

low fixed pattern noise, low reflections, not polariza- density due to illumination is
tion-dependent. Aj - eiT, (5)

Desire either serial or random access readout of ele-
ments. where e is the charge, u is the mobility of the charge

Temporal change detection from frame to frame. carrier, Yj is the quantum efficienc), b is the light flux,
Spatial rate of change detection over subregion of and r is the lifetime of the charge carrier. The current

the array. gain in a dc biased photoconductor is given by
On-chip processing to calculate centroids, neighbor- G - t/to, (6)

hood operations, etc.
Bandwidths per element range from <1 MHz (serial where to is the transit time of the faiter charge carrier

readout) to >400 MHz (discrete fully parallel read- (usually the electron) across the active detector region;
out). gains of 103 or more can be obtained in silicon. ForT>>

High sensitivity, particularly at light wavelengths of to, the bandwidth of the device is established by the
--600-850 nm. carrier lifetime:
Two-dimensional Arrays B - 1/r. (7)

Need 2000 X 2000 element arrays.
Other specialized array formats: The gain-bandwidth product is given by Eqs. (6) and
3 X 2096 for direction-of-arrival spectrum analysis; (7):
3 X 3 discrete for wideband signal acquisition with
Doppler;
25 X 25 for terminal guidance; and it is a constant for a given material and detector
250 X 250 for pattern recognition (thresholding and design.
latching). The primary noise source in the photoconductor is
AC coupled lock-in amplifier effect. Johnson noise due to the bias current, which restricts
Other requirements are as for 1-D arrays. applications to the detection of light signals with limit-

ed dynamic range. New photoconductor designs such
UI. Demic ChV, a as photo-FETS and devices with very low doped mate-

A photodetector converts optical energy to electrical rials show promise of overcoming these disadvantages.

energy. Four basic types of detector can be used in an At present, however, photodiodes are the most widely
optical processor. 2-D vacuum tube sensors; single- used devices.
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(2) Photodiodes U
The depletion layer photodiode is a reverse biased

pn junction or Schottky barrier diode whose reverse
current is modulated by charge carriers produced by
photons in or near the depletion layer of the device. A
typical device is shown in Fig. 6. A pn junction is
reverse biased, creating an electric field of the order of
104 V/cm at the junction. This field depletes a region
of width W of all carriers; this region is called the Fig. 6. The pn junction used as a photodiode.
depletion region. When a photon with an energy
greater than the bandgap energy is absorbed in the
depletion region, an electron and hole are created. W

The electric field causes the carriers to drift rapidly to w e (V8 + Vc) N(
the electrodes, producing a photocurrent. Some pho- w
tons may not be absorbed in the depletion region but where V is the applied voltage, V a is the contact volt-
penetrate into the n-doped material of Fig. 6. The de, N is the acceptor concentration, and Nd is theholes (minority carriers), produced in a region of width donor concentration. The drift component of the cur-
hoarables ty caris), to rode eaoren they re- rent is a fast transport mechanism, as short as 0.1 ns for
L, are able to diffuse to the electrode before thyr- W - 10,um in silicon, while the diffusion component iscombine. These holes also contribute to the photocur- W=1 mi iiowietedfuincmoetirent. If-T is the absorption coefficient, the photon flu relatively slow, 40 ns in silicon for L = 10 gm. Thus forat a distance into the n-doped material is high speeds L should be kept small, while W should belarge. The junction capacitance, which affects the= - 0exp(-jYX), (9) speed of the diode through the RC time constant of the

where output circuit, is given by

0o - Podh, (10) C - M.. A (14)
W 2

is the number of incident photons in a beam with an V !(V, N N)

optical power of P0 and a frequency of Y. Any photons ec (. n b

existing beyond a distance x = W + L do not contribute where A is the diode junction area. As can be seen, low
to the photocurrent and are lost. We have ignored doping and large applied fields increase W and thereby
absorption in the electrical contact layer and reflec- increase the frequency response of the detector. For
tions at the various interfaces; these effects may be silicon we have V, - 0.6 V, and for GaAs we have VC =

included by modifying t0. We discuss the impact of 1.1 V. An intrinsic material would be used to maxi-
inclued byctorsithflowing parWediscus. tmize the value of W because there are few donors orthese factors in the following paragraphs. cetr n adN renal eo h it

The quantum efficiency is defined as the number of acceptors and N. and Nd are nearly zero. The width L

charge carriers produced by the detector divided by diffusion ofIthefminority carrier.
the number of photons incident on the detector. y dfuinrt fmnrt aresThe absorption coefficients consists of three coeffi-

[ -O(W + L) cients. Only the interband absorption coefficient YB
.r0 ] (1 - r)1 - ,xpf-y(W + L)JI contributes to the quantum efficiency. The other two 3
L o coefficients are the free carrier absorption -1c and the
r exp(-v w)1 scattering loss '(S. The processes that give rise to these

(1 -r)I - --ld-1f W) (11) coefficients remove photons from the incident radia-
tion without generating current. The quantum effi-Here we explicity display the modification needed to ciency is thus reduced by the factor

include the effects of reflections at the air-detector
interface. The constant r is the Fresnel reflection
coefficient at the surface of the detector. We continue YR + "Y + s
to ignore reflections at the other interfaces. Reduc- The photodetector's performance is also a function
tion of reflection losses at the external surface of the of the wavelength of the illumination. The absorption
detector through the use of an antireflection coating coefficient is a function of wavelength so that wave-
will increase the quantum efficiency by increasing the lengths much longer than the bandgap E, will be asso-
number of photons reaching the depletion layer. The ciated with a small YB. The quantum efficiency will
photocurrent density generated by a detector is drop as the illuminating wavelength shifts to the long

r exp(-Y W)1 wavelength side of the bandgap due to deep penetra-
J-neoo'e~oLI .- FJ~ -r). (12) tion of photons into the substrate. If the wavelength is

fixed and we decrease the bandgap, it seems that there
To maximize the photocurrent it is obvious that -f W is no limit to the improvement in detector perfor- I

and 'fL should be as large as possible. The depletion mance. However, if the bandgap of the semiconductor
layer width is inversely proportional to the doping is much smaller than the energy of the illuminating
concentration: wavelength, an excessive number of thermally generat-
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I
ed charge carriers are produced, resulting in a large When Op << ft, so that only the electrons contribute
dark current Id. to the ionization process, the bandwidth is maximized,

As mentioned earlier, absorption in the p+ layer and excess noise produced by the multiplication pro-
reduces the number of photons reaching the detector cess is minimized. The relative size of the two ioniza-

region, requiring 0o to be modified: tiokn rates is characterized by the ratio
ol - oo ezp(--y PXP*), h - OP/0'. (19)

The p+ layer, shown in Fig. 6, introduces a short- As k approaches one, the gain becomes a strong func-
wavelength cutoff by absorbing photons near the sur- tion of the applied electric field, which makes it diffi-

face. This limitation can be overcome by illuninating cult to Manu ture devices with uniform characteris-
the device in Fig. 6 from below. A second technique tics. Nonuniform materials increase the randomness
for overcoming the short-wavelength limit is to replace of the collision ionization, leading to an increase in the
the p+ layer by a metal film, producing a Schottky noise in the detector. The excess noise term is of theI barrier photodiode, whose operation is essentially the form

same as the p+n junction. G" kG+(1-k)2- i (20)
To reduce the series resistance, and thus some of the [ (

noise, thep region is heavily doped. A heavily doped n If k 1 1, the excess noise term is equal to G and x = I.
region is added to the back of the intrinsic layer to If k - 0, the excess noise term is a factor somewhere
serve as a second contact. When intrinsic material is between 1 and 2. Typical k values of 0.02 in silicon
used the result, shown in Fig. 6, is a PIN diode. The yield an excess noise of 4 at a gain of 100, although
high purity of the intrinsic layer allows a large deple- yild an es se o at aean oe10 athg

tio with o b crate atlowvolges whchmini- values 2.5 times smaller have been reported.20 Other
mizes the noise current. noise processes and bandwidth limitations are the

same as the limits of a PIN diode. Bandwidth de-

(3) Avalanche Photodiodes creases as gain increases because the avalanche process
If the reverse bias voltage is set near the avalanche takes time to develop.
b hreadown poi tag (- 1004WV),te gine the dance A number of problems are associated with avalancheibreakdown point ( 100-400 V), the gain of the detec- photodiodes. The major problem is the production of

tor can be raised above one. A region of high field of a die Th a o ofe s the

the order of 105 V/cm accelerates the charges to suffi- a device with a dislocation-free substrate to raise the
cien enrgyto reat ne caries thoug imact effective breakdown voltage level and a doping concen-

cient energy to create new carriers through impact tration controlled to 0.1% to reduce the effects of ran-
ionization. The gain of this device is defined as the dom fluctuations. A second problem is obtaining
ratio of the multiplied current to the photon-induced enough surface passivation to reduce edge breakdown.
current: The passivation also reduces surface leakage change

G - exp[(O, + 0) WI, (16) with age, which is a major cause of reliability problems.
Arrays of these devices are more difficult to produce

where st and p are the ionization rates for the negative because of the need for guard ring structures to pre-and positive charge carriers, respectively. The gain vent edge breakdown.

can also be written as a function of device parameters;

the maximum gain is given by B. Aiays

G iva, (17) - The detectors discussed above must be assembled
'qJ into either 1- or 2-D arrays before they can be used in

where Vb is the breakdown voltage, n is an experimen- an optical processing application. The detector arrays

tally determined parameter, I is the saturation cur- may be instantaneous or integrating devices whose

rent, and R is the series resistance of the diode (includ- outputs are addressed in parallel or in serial output

ing space charge effects). The avalanche gain is a lines, respectively. The detector array devices may be

function of the bias voltage, which is set at the break- photoconductor arrays, charge coupled device (CCD)

down voltage for this discussion. arrays, avalanche photodiodes (APDs), PIN diodes, or
Schottky barrier diodes. If the arrays are noninte-

(18) grating, the signal from each detector is amplified by a
single amplifier circuit which may be a logarithmic
amplifier to provide output signal compression to han-

The dependence of the gain on the bias voltage can dIe high dynamic ranges. If the arrays are integrating

lead to nonlinearities when a large dynamic range is devices, they may be addressed by MIS shift registers

required. The breakdown voltage is a function of the or by CCD parallel-in serial-out shift registers.
temperature, and thus the avalanche gain varies with Two special problems arise when detectors are as-

temperature. These effects require careful control of sembled into arrays. One is optical in origin and is
high bias voltages. Breakdown can occur at lower called pixel-to-pixel croestalk. The second is elec-

voltages due to edge breakdown or microplasma gener- tronic in origin and is called fixed pattern noise. Pho-

ation at localized defects so that the device gain is ton produced electrons generated in one detector ele-

limited, ment and collected in another cause pixel-to-pixel
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crosstalk. Unfortunately, techniques used to isolate I
individual pixels reduce the quantum efficiency. ....... .,,

Fixed pattern noise arises from variations in the per- *glop

formance parameters of the array elements. 0-,,ost .o

In Fig. 7 the photodiodes are isolated by a region of Owe ___M P Polsw
opposite carrier concentration, here denoted as a n
region, often called the tub. The thickness of the tub Fig. 7. Crosatalk/depletion region.

region below the depleted layer is important in limiting I
pixel-to-pixel crosstalk due to both thermally and pho- R
ton generated carriers. Carriers formed due to ab-
sorption of photons below the tub layer do not contrib- c ,ute to crosstalk because they are not collected by any vy_,,

photodiode. ..
The quantum efficiency is affected by the tech- -

niques used to create the individual pixels. All pho- V,t
tons absorbed between the pixels can contribute to the Fig. 8. Feedback amplifier.
quantum efficiency but would also contribute to opti-
cal crosstalk. If grooves are etched between the pixels f
or if channel stops formed by diffusion or ion implan- ferred into a charge-to-voltage converting structure $
tation exist, as is commonly the case in CCD imagers, common to a group of detectors or to the whole array.
the pixel-to-pixel isolation is improved, but the quan- To understand he fundamental limits of operation,
turn efficiency is decreased. A deeper depletion region functional differences, and common features of each of
will result in the collection of more charge, overcoming these detectors, we briefly describe their principles of
the loss associated with isolation, but will increase the
crosstalk arising from carriers produced deep in the opeton
device. A tradeoff must be made between crosstalk The nonintegrating detector usually consists of aand quantum efficiency. photodiode connected to a feedback amplifier as

Other problems associated with the readout process shown in Fig. 8. This device has a wide dynamic rangeOthe pro lem ass ciat d w th t e re dou pro ess due in part ot the feedback loop w hich m aintains a
are holdover crosstalk, blooming, and fixed pattern denat o the eed op wichemaitins anois. I th inegrtio perod s o th orer f a constant bias across the photodiode, irrespective of the
noise. If the integration period is of the order of a magnitude of the photocurrent that is generated in themicrosecond, some of the charge from the previous detector. The dynamic range of this arrangement is
signal may remain; this is called holdover or temporal tecto the dam rage ohis aangemti
crosstalk. When the incident light is very high, the ratio of the maximum voltage which can be permit-
blooming may be caused by charge spilling from one ted across the feedback resistor before reaching satu-
pixel to another. A number of methods of handling ration to the minimum noise floor.
blooming have been developed such as adding a drain A. Skgnai-to-Noise Ratios U
to the sensor structure to remove excess charge.22  The minimum noise floor consists of thermal noise
Fixed pattern noise occurs because of nonuniformities and shot noise caused by the average current in the
in gain or the dc offset in different detector elements. ciruit The shot noise term is
Leakage of signals from switching circuits also contrib- i
ute to the fixed pattern noise. The dynamic range and SN - 2e(, + d + [h)BRLG", (21)
measurement accuracy is reduced by these pixel-to- where e is the charge of an electron, B, is the noise
pixel nonuniformities. bandwidth, RL is the load resistance, G- = G2+r is a

IV. Dkeuins o Rep oaftlve Ar echm gain factor characteristic of avalanche photodetectors,
and Gx is the excess noise introduced earlier. Typical

To achieve the high performance required of photo- values for m are 2.3-2.5 for silicon devices and 2.7-3.0
detectors, we examine the limits encountered in con- for III-V alloy devices. The average currents are 1
structing such detectors and the discovery of new ap- due to the signal and Id due to the dark current. We
proaches that could improve their performance. The also include a current 1h, generated when we add a local
device structures are usually divided into two catego- oscillator to the signal to operate in a heterodyne de-
ries. First, are nonintegrating detectors, where the tection mode. When we operate in a direct detection I
photon flux is continuously converted into an electri- mode, the current A is equal to zero. The termal noise
cal output signal. The second are integrating detec- is
tors, where the charge produced by the incident pho-
tons is integrated and then converted into the output TN - 4k TB., (22) I
signal. The later category can be further subdivided where k is Boltzmann's constant, T is the temperature
into two subgroups. One subgroup uses a feedback in degrees kelvin, and B, is the pustdetection band-
amplifier connected to the detector. The second sub- width. The signal-to-noise ratio is then
group uses an array of detectors such as in a CCD or
CID device; the optical signal is converted into a charge SNR - - 2)R 23)
packet, stored in a potential well, and is later trans- 2e(J, + 1, + Jh)BRLG- + 4kTB,'
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I where (i,2) is the time average of the current produced Direct detection: integrating
by the signal, and G is the gain of an avalance photode-
tector. DR - (28)

_ The value of the load resistance is determined by the 2DR i(.

upper cutoff frequency f, required to pass the signal Heterodyne detection: integrating
I

RL 2.41 (24) DR ( (28b)U4e(4 + ih c o p e Wt r
where Cd is the capacitance of the photodetector. We Direct or heterodyneaiI substitute Eq. (24) into Eq. (23) and rearrange terms to Detection: nonintegrating
obtain (i) 2G2

SNR - -- - -- G2  (25) 161kTcBBJ"I 2e(I, +-l- + 4h)BSG" + 8rkTcdBj" From these results, we might conclude that the dynam-

A few comments regarding Eq. (25) are in order so that ic range does not increase when heterodyne detection
we understand how the SNR is to be calculated under is used, contrary to our earlier claims. The advantage

* the wide range of photodetector applications described of heterodyne detection becomes apparent when we
in Sec. II. First, consider the class of nonintegratin realize that the photodetector current in heterodyne
ieice. In Fiste cosie the cla o detectors is linearly related to the optical signal ampli-I so that B fc; in other cases the signal may be narrow- tude instead of to the optical signal intensity, as is the
band so that B, << fc. In either event, we want to select case for direct detection.
a photodetector gain that maximizes the dynamic Suppose, for example,that Ph is the optical power at
range using the minimum laser power. This occurs the detector from the local oscillator and that P, is the
when th he dominates the thermal noise: optical power from the signal. The induced photocur-

rent is then
4rkTcdf,

Gm no e(h, +l+1(26) i, - S(P, + P, + ,U-, cm(2rfo)J, (29)
0(I.+ Id +Ifh) V

where S is the sensitivity of the photodetector in A/W
which reveals that avalanche diodes are most useful and where we have introduced a temporal IF fo to helpwhen the signal is wideband (large f,) or when we use separate the desired third term from the first two-bias

direct detection (Ih - 0). From Eq. (25) we see that, terms. The average currents due to the local oscillator
since m > 2, any gain larger than that indicated by Eq. and to the signal are lh - SPh and I, = SP. These
(26) will result in a deterioration of the dynamic range. terms contribute to the shot noise; they do not appear
In heterodyne applications the local oscillator is usual- in the numerator of our SNR expressions because theyE ly sufficiently strong so that shot noise dominates the are typically eliminated by a bandpass filter. After
thermal noise (large Ih); avalance detectors then give filtering we see that the signal current is proportional
way to PIN detectors, for which G - 1. to V's so that the system is linear in optical signal

Second, consider integrating photodetector array amplitudes. Without the heterodyne action providedI circuits which usually have low bandwidths so that the by the local oscillator, we see that the system is linear
shot noise dominates the thermal noise and avalanche in optical signal intensities.
operation is of no advantage. We can then simplify From these results, we see that the SNR is always
the SNR expression to smaller than the dynamic range, a direct result of the

iPoisson's statistics of the noise in these photon detect-
SNR = , (27) ing systems. In devices such as CCDs, for example,

2e(I, + 4 + Ih)ln where the charge is generated electrically by filling a

I The minimum noise occurs when I, Id + IA. For potential well, the noise in each signal charge packet is
direct detection applications, we see that the system approximately constant and independent of the num-
performance is dark current noise limited; for hetero- ber of input electrons. It is, therefore, useful to extend
dyne detection the performance is local oscillator cur- the dynamic range by using a nonlinear element in the
rent noise limited, feedback of the amplifier without sacrificing the SNR.

The dynamic range is the ratio of the maximum Equation (23) remains approximately valid in this case
signal power to the minimum noise power. In a nonin- since it does not directly contain the feedback elementI tegrating application, the maximum signal power is parameters.
determined by the available laser power or by an al- The possibility of extending the dynamic range has
lowable departure from linearity as saturation is ap- been recognized by researchers who successfully de-
proached. In an integrating application, the maxi- signed and tested systems containing logarithmic am-I mum signal power is set by the saturation level as plifiers or piecewise linear amplifiers. 2- 22 The dy-
determined by the charge capacity of the diode. Since namic range obtained approaches 80 caB in power
the dynamic range is an important parameter in opti- units, which is satisfactory for optical signal processing
cal processing, we give the results for the four principal applications. One problem encountered is a variation
modes of operation: of the bandwidth with the signal level, as suggested by
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Eq. (24). This problem could in principle be eliminat- _
ed if the feedback capacitance cf shown in Fig. 8 is Cr ] L _ " I
made variable so that the c/R/ product is kept constant.
It is not difficult to incorporate a voltage variable
capacitor (varicap) into the feedback loop, which Cp
changes its value by an order of magnitude. It may not Vo

be practical, however, to compensate exactly the varia-
tions in Rf by variations in cf, and some excess band- Fig. 9. Inegrating detector with feedback.
width must be designed into the system. This will,
unfortunately, increase the noise floor of the amplifier I
somewhat. hv G~m

Integrating detectors which use an amplifier with Y= GM

feedback will have a comparable performance. The V. I
operation of such a detector-amplifier system can be I
understood from the circuit given in Fig. 9. The signal .
is integrated on the feedback capacitor cf which is reset
after the readout is completed. The SNR and dynam- - I
ic range are expressed as before, except that the noise

bandwidth is now defined as B. = /(2T,), where T,. is
the time interval between successive readouts of the - " b,,,m •
diodes (the integration time). By analogy with the cw I
technique just described, we can also extend the dy-
namic range by using a nonlinear element in the feed- Fig. 10. Photodetector with drain gate.
back loop. The varicap could be easily incorporated
into an integrated detector-amplifier array. An ad- photosite and interfaces it with an element of the
vantage of this approach is the flexibility in selecting readout CCD register. This gate transfers the charge
the integration time to always use the full dynamic from the photosite to the readout register at the end of
range of the amplifier. An additional advantage avail- the integration period. During the integration period I
able in integrating systems is the possibility of reduc- the drain gate is open and the charge is allowed to be
ing the effects of the thermal noise. This can be continuously drained out. However, due to the rela-
achieved by a well-known correlated double sampling tively long length of the photosite there will be an
signal processing method.3 In this approach a differ- equilibrium charge distribution along the length, since
ence of two signal readings is formed between the the new carriers, which are constantly generated at a
outputs just after the reset and at the end of the inte- given rate, cannot be instantly drained out. The equi-
gration period T,. The difference signal theoretically librium formation time, which determines the mini-
does not contain the thermal noise component; in prac- mum integration time, can be found from the carrier
tice, however, some amount of the noise is still present. diffusion time along the length of the photosite. The

The most critical problem of insufficient dynamic equation describing the charge distribution is
range, however, is encountered in the detector arrays d n e2 dnI
which operate on the CCD principle. These devices - D ' -- (30)
convert the input photon flux into charge, which is dx dx co dx

stored in potential wells and later, after completion of where n represents the charge concentration in elec-
integration, transferred into the charge-to-voltage trons/mm 2, I, is the photocurrent density in A/mm2,
conversion device. The chief advantage of using CCD and co is the equivalent charge storage capacitance in
arrays in optical signal processing stems from the high F/mm2. The rest of the symbols have thier usual
packing density of sensing elements and, therefore, the meaning. At the end of the integration period the
capability of building large arrays. drain gate is closed and the charge is quickly trans-

The difficulty of extending the dynamic range in ferred into the CCD readout register via the transfer
these detectors results from the linearity of the pho- gate. Since one pixel of the CCD register spans the
ton-to-charge conversion. Amplifiers with nonlinear whole photosite length, the charge transfer time can be I
feedback elements are not easily incorporated into much shorter than the integration time, which mini-
each photosite, and the dynamic range extension must mizes errors due to the redistribution and integration
be therefore performed directly in the charge domain of unwanted signal The total amount of the trans-
before the array is read out. We now illustrate the ferred charge can be obtained by integrating Eq. (30).
general principle of such a charge domain dynamic The boundary conditions are
range extension. A cross section of the device is shown dn
in Fig. 10; it contains a long narrow photosite with a At -0, d, -0

drain gate on one side. The drain gate interfaces the (31)
photosite with the n+ drain and allows the charge to be Atz==, n=O.
drained out from the photosite. Another gate, not t
shown in the drawing, runs along the length of the The solution for n(x) will be
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e2 I9 32  The computational power of optical processing re-
The total number of electrons transferred will then be suts in high output data rates unless steps is taken to

introduce on-chip processing that includes nonlinear

N - W n(z)dx. (33) or decision operations. We discuss three broad poesi-
Jo ble methods to achieve the desired data rate reduction:

which, after evaluation of the integral, becomes (1) on-chip processing for arrays that output electronicsignals; (2) methods for segmenting arrays, along with
N .hC]~a a }the Possibility of on-chip processing; and (3) new array

2 e2 ay L-a-] \ - i- / VaT+ (4) types in which the output of the detector remains in an
optical format for further processing.

where W is the width of the photosite. In Eq. (34) we (1) Optical-In Electrical-Out Arrays
introduce a parameter a2 = IL 2p/(D2co), where D is the
carrier diffusion constant, to simplify the notation. Signal Processing withinthe detector chipsmaysig
This result can be further simplified for a >> 1 and the nificantly reduce the output data rates to the post-
final expression for N rewritten as processor. Some of the desired functions are:f rr N rewrittVideo amplitude compression (perhaps programma-

N- w ( ) 3) ble).4 e (C7/.). (35) Temporal change detection from frame to frame.
Spatial change detection along the elements of the

From this result we observe that the signal detected at array.
the array is now proportional to the square root of the Dynamically programmable spatial convolutions for
input photocurrent. This feature doubles the dynam- such tasks as centroiding or comer detection, using
ic range. The available CCD well capacity of the cellular blocks of up to 7 X 7 elements.
transport registers and the charge conversion amplifi- Random access to any subregion of the array toer capacity will be efficiently utilized. There are other isolate and dynamically track selected activity.
possibilities of charge domain signal processing which Threshold levels that may be either globally or local-
can lead to logarithmic or piecewise linear transfer ly set and adjusted adaptively to achieve constant false
characteristics. 20.2 1 The detailed description of such alarm rates.
devices, however, is beyond the scope of this paper. Methods for synchronous detection to remove the

The rate at which ADs can convert analog signals strong bias terms or background that arise in some
into a digital format is a strong function of the number processing operations.
of binary bits per sample. Currently, ADs can digitize Analog first-in first-out (FIFO) or last-in first-out
a 4-bit sample at 1-GHz rate, 8 bits at 200 MHz, 12 bits (LIFO) memory.E at 20 MHz, and 16 bits at -100 kHz. Precise measure- While some of these functions have already been
ment accuracy (large number of bits) leads to low demonstrated or designed at low kilohertz rates, the
sample rates, but the machine intelligence community tremendous data rates produced in some real-time
is pushing for higher sample rates. Detection devices processing operations require frame rates that are 2
which have a logarithmic response to radiation greatly orders of magnitude faster (e.g., 100 MHz to 1 GHz),
compress the voltage scale presented to the AD. The which implies that the various analog operations cited
first binary bits provide a reasonable measurement must be performed in 10-1 ns at each element in the
accuracy for small signals; the last bits represents large array.
signal changes and hence poor absolute accuracy. Such a tremendous leap in capabilities is likely to

If measurement accuracy at high levels is not a criti- require new materials or new techniques such as quan-
cal issue, a single 6-bit ADC, sampling at a 200-Mli tum well structures. Some of the more critical diffi-
rate, should be capable of digitizing the outputs of culties involve readout schemes with contradictory de-
many optical processors. Using a parallel second AD, mands for large bandwidth, low noise, and low power,
in which the first bit is set at slightly less than the commensurate with the anticipated load. Important

square root of the maximum expected dynamic range, characteristics such as quantum efficiency, gain, off-
would recover measurement accuracy at high intensi- set, and threshold must be uniform both within each
ties if so desired. chip and from chip to chip. To improve performance,

To conclude this section, we stress that there is little it may be useful to provide a 3-D photodetector struc-
difference between the integrating and nonintegrating ture so that the entire pixel area can be used for imag-
detector schemes in performance as well as in the ing the light signal; the complex electronic processing
possibility of dynamic range extension by utilization of and multiplexing circuitry needed to perform the on-
nonlinear elements. The possibility of dynamic range chip operations would then be placed on the opposite
extension in CCD arrays is particularly attractive, side of the chip. A first implementation may be the
since the high pixel packing density and the low noise use of backside illumination with the photosignal cou-
of charge detection amplifiers can be fully utilized for pled to signal processing circuitry on the front side. A
the large data rates present in optical signal processing more general and longer range implementation would
applications, be the use of multiple silicon-on-insulator layers with
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I
the photodetector being formed in the top layer and tor discussed in Sec. 1I and illustrated in Fig. 1(c).
the circuitry being implemented in the intermediate This detector, made on a single silicon wafer, has a
layer and substrate. It is important that the photode- sensitivity of 0.25 A/W at 633 nm and has found appli-
tector imaging layer be compatible with the laser cation in the on-line inspection of products such as
source. Thus, if the laser wavelength is z850 nm, hypodermic needles.
either a very thick silicon imaging layer must be used to Some optical processors use conventional detectors -E
obtain a high quantum efficiency, or some other semi- but modify the illumination at the detector plane by
conductor, such as germanium, with a high absorption using a mask. Size distribution measurements can be
coefficient must be used. Silicon/germanium hetero- made by placing a mask in the back focal plane of a lens
structure materials or superlattices may be useful for and by illuminating a medium containing scattering I
this purpose. objects whose size distribution is of interest. At least

An important family of optical processors operate in two commercial devices make use of this approach. 24

a heterodyne fashion to increase the useful dynamic In the following discussion we wish to generalize the
range of the system or to measure both the amplitude concept of specially designed detector systems for op-
and phase of the light distribution. In either case the tical processing.
IF may range from 1 MHz typically to as high as 200 Some systems, such as those using a quadrant detec-
MHz. For these applications, the detector array must tor for tracking, use a feedback system to bring the
be nonintegrating, and the readout structure is gener- optical signal to the optimum position on the detector.
ally a set of parallel outputs. An acousto-optic chan- This is similar to the operation of the eye where the
nelizer typically produces 100-1000 narrowband chan- image of interest is brought to the part of the detector
nels, each centered at an IF. By synchronously plane where the high-resolution elements are located. I
demodulating each IF channel on the photodetector More generally, an array with a random access capabil-
chip, we can obtain the rf envelope of each channel at ity allows the user to define a small window of active
baseband, which is more suitable for other channel detector elements and to move that window around on
chip. exist in a given region, that region can be sampled at a

In some applications, we would prefer to operate on faster rate while letting regions of lower interest inte-
signals that have not been downconverted from their grate for longer periods.
original rf band. A programmable rf photodetector One of the easiest modifications of a detector array
could sum the rf photodetector currents from a linear to accomplish is segmenting the array of N elements
array to a common rf output, possibly with controlled into subarrays. Each subarray is given the capability
summing gain at each photodetector element. By of processing the signal at a local level to reduce the I
placing this rf photodetector in the frequency plane of amount of data it will report to the optical processor
a coherent optical processor, we can implement pro- output. If we have K subarrays, each of size M, the
grammable filter functions such as frequency excision total number of detectors we must scan if there had
(notch rejection filters), tunable high-Q bandpass fil- been no subdivisions is N = KM, and the data rate
ters, and filter equilization functions. A high-contrast would be
(40-80-dB) on/off ratio for each photodetector pixel is
desired to perform various matched filter functions. NQ _ KQM (36)

e C C
(2) Segmented Arrays where Q is the number of quantization levels of the

Nature has designed a number of imaging systems signal, the C is the system clock speed. The assump-
with specially designed detector planes that reduce the tion is that the system is limited to a data rate of I
data rates that must be processed. An example is the
eye, where only the central viewing zone, called the R = MQ. (37)
fovea, has high resolution. The cone detectors, locat- C

ed in the fovea, provide color vision while the rod By dividing the detector array into K subarrays we
detectors, located almost exclusively outside the fovea, reduce the data rate to the desired level. In each
have no color sensitivity. The image plane is nonuni- subarray, some processing is done to simplify the
formly sampled, and many detectors (e.g., the rods) are amount of data by S, where S < 1, so that each subarray I
interconnected at a number of levels. Thus the detec- provides B - SM data points. A time T is spent

tor plane of a vertebrate is arranged to reduce the data performing this processing so that we cannot scan the
rate transmitted to the brain. subarrays at a rate faster than K/T, where T - IC and I

We wish to explore the possibility of interconnecting > 1 can be thought of as an effective integration factor. I
the detector plane of an optical processor so that we The result of the processing at the subarray level is to
may reduce the data rate of the signals provided by the reduce the total data rate to
optical processor. In general, we expect to find that KBQ , KSMQ = R. ()
the requirements placed on the detector array for the T -C- T .38)
optical processor will differ from those of an imaging
system. One attempt to design a special detector for Thus processing at the subarray level, characterized by
an optical processor resulted in the ring-wedge detec- the ratio S/I, can have a major impact on the process-
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ing rate needed at the postdetection stage of the sys- (3) Optical In/Optical Out Focal Plane Detectorste m. Some optical processors are capable of producingAn example may help support this simplified analy- outputs with two spatial dimensions and one temporal
sis of the problem. First, lt us assume that we use a dimension, which may require spatial sampling with
1-D array oi detectors in an optical spectrum analyzer.

Suposetha wehav a iner arayof 000detctos, approaching I GHz. No practical sensor is foreseen
If sixty signals are encountered during a frame time of which would be capable of bringing out all the data
1 ms, we need a data rate of 81.92 Mbits/s, using a 20- electronically. A possible solution is to develop a de-
bit word to achieve the desired accuracy. Suppose tector in which the output is an optical form to provide
now that we divide the array into thirty-two subarrays the required output bandwidth and parallelism. The
of 125 detectors each. We also assume that we will not optical output detector is envisioned as a 2-D array of
encounter more than two signals in each subarray so elements which respond to light, provide gain, perform
the chance of saturating our subarray is small. Each additional operations (preferably nonlinear) in re-
subarray will report out the position and size of each sponse to some external control signal, and retain the
signal it encounters. We digitize the signal according signal in an optical form. The optical output provides
to the following rule: the opportunity for additional optical processor stages

bits - label for subarray; to follow. The optical output may be coherent or
incoherent; it could even be of a different wavelength

7 bits - label for position in subarray; from the input. We see a broad applicability for such

20 bits -- magnitude of signal (60-dB dynamic range). devices because they represent a large variety of three-
terminal nonlinear optical devices. The avenues of

Following these rules, the total bit rate for the same approach to such devices may include research forsixty signals is only 2.56 Mbits/s, a reduction in the GaAs/GaAlAs superlattice materials.

data rate of 42 times. The identification of the pixel
within the subarray can be done with a simple counter V. Summy and Cankcolom
and would not measurably increase the data rate of the Photodetector arrays have been, and continue to be,
subarray processor. The label of each subarray does designed primarily for imaging applications. Optical
not change and involves no processing. signal processing applications place new and more

Another optical processing problem is the identifi- stringent requirements on these devices. We need less
cation and location of an object in the field of view of a blooming, faster recovery, less electrical readout noise,
2-D optical processor. This problem is usually solved more video output lines, segmented arrays, and so
by performing a correlation operation, as we discussed forth. The major improvements, however, must be in
earlier. For most complicated signals, the correlation dynamic range and in techniques for reducing the out-
function is nearly a delta function, and we need only put data rates.
locate the position of maximum light intensity. To We have briefly reviewed typical optical processing
measure the position of a correlation peak, we deter- applications, described the basic physics of the de-
mine the intensity and position of the correlation sig- vices, and have offered some suggestions for improving
nal. For output signals of this type, a detector ba, A the dynamic range and for reducing the output data
on the lateral photoeffect can be used.2 The device rates. It is our hope that the ideas presented here will
has a floating pn junction and the photovoltage is result in the development of devices that are better
measured by contacts placed on either side of the tailored to the needs of optical computing systems.
junction. A spot of light illuminating the center of the
junction produces no voltage, but a spot of light close to This paper was the result of an Army Research Of-
one of the contacts produces a voltage proportional to fice Palantir study. These studies address the physi-
the distance from the center of the junction. The cal foundations of approaches to solutions of impor-
polarity of the photovoltage depends on which side of tant technological problems with the aim of
the center the light spot is found. stimulating new avenues for progress toward their so-

The lateral photoeffect detectors are usually de- lution. The participants in the study consisted of the
signed as a linear or circular detector. Other configu- authors of this paper. One of the authors (G.W.A.)
rations could be envisioned such as a spiral or a zigzag wishes to acknowledge partial support by the Depart-
configuration. More important than the configura- ment of the Navy and (R.J.K.) the partial support by
tion of the detector is the method used where multiple the Department of the Air Force.
signals may produce multiple correlation peaks. Each R-ura-ss
signal will produce a correlation peak located at a
position corresponding to the position of the signal in 1. A. Va erLugt, "Coherent Optical Processing," Proc. EEE 62,the input field of view. Segmentation of the output 1300 (1974).
plahe nput fieldsof iew. a Segmttion of ts pr o u t a2. J. W. Goodman. "Operations Achievable with Coherent Optical
plane may also be a solution to this problem. Each Information Processing Systems," Proc. IEEE 65,39 (1977).
segment would contain a lateral photoeffect detector. 3. Special Issue on Optical Computing. Proc. IEEE 65 (Jan. 1977).
The size of the detector is dictated by the expected size 4. Special Section on Acousto-optic Signal Processing, Proc. IEEE
of the pattern and the probability of finding two pat- 69 (Jan 1981).
terns within a given region. 5. Special Issue on Optical Computing, Proc. IEEE 72 (July 1984).
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An acousto-optic architecture is presented to implement a noublocking space-division switch with O(N) complexity.
Signal depadation is minimal so that the switch is suitable for nonregenerative application within optical networks;
it is also capable of rapid reconfiguration. Experiments for a 1 X 4 switch show an insertion low ranging from 4.6 to
5.6 dB, a wot-cm signal-to-cross-talk ratio of better than 30 dB, and a reconfiguration time of 1.46 pac.

Photonic space-division switches can be classified into hybrid Fresnel/Fourier transform. 5 Huang et al. re-
three distinct categories: planar, masking, and de- cently reported experimental performance of the Fres-
flecting. Planar switches are based on the multistage nel implementation 6 The Huang implementation is
networks used in electronic switching, substituting nonblocking, provides multicasting capability, and
single-element spatial light modulators as optical has a fast reconfiguration time; however, two signifi-
crosspoints.1L2 These switches are blocking and have cant problems exist. First, the addressing is accom-
O(N log N) complexity. In addition, insertion loss plished through the use of an internal, N2-complexity
and optical cross talk become prohibitively large for rf switch; this negates the desired O(N) complexity
large N, and broadcasting is difficult. In a masking throughout the system. Second, the insertion loss in
architecture each beam in an input-port array is the. switch is high, ranging from 12.6 to 17.6 dB, de-
spread to span an entire output-port array. A mask, pending on the operating conditions. This loss is pre-
typically some two-dimensional spatial-light-modula- dominantly due to 9 dB of mode mismatch loss be-

tor array, is dynamically configured to regulate trans- tween the input and output fibers.
mission of the source beams to specified output In our implementation the rf signals used for ad-
ports.3 4 This architecture is nonblocking and pro- dressing are created by dedicated digital-frequency
vides broadcast capability. Its complexity, however, synthesizers. Since no internal switch is needed to
is O(N 2 ), and insertion loss and optical cross talk be- regulate the rfinputs and onlyone synthesizer is need-
come prohibitively large for large N. In deflecting ed per input port, we preserve the O(N) complexity
architectures, light is steered to the proper output throughout the deflecting architecture. Our analyses

ports by an array of deflectors; the deflectors can ei- show that a Fourier-transform system reduces the
ther be reflective surfaces or diffraction gratings. mode mismatch loss significantly compared with the
Since deflected beams may pass through each other Fresnel-transform implementation. Therefore the fi-
without interacting, and only one deflector is required ber-to-fiber coupling is much more efficient, and this
per input port, a nonblocking switch can be realized
with O(N) complexity. With these architectures, in-
sertion loss and optical cross talk can be small even for
large N. Also, we can broadcast information with fibers
diffracting switches by superimposing or space multi- collimating multichannel
plexing gratings that provide the proper point-to- optics acousto-optic
point connections.e'> cl

We report here on the implementation of a deflect-
ing photonic switch based on acousto-optic diffrac-I tion. In our configuration, shown in Fig. 1, light from D
an input fiber collimated along the z axis interacts
with one channel of a multichannel cell. An acoustic x
wave in the cell, created by the application of a rf
signal to the piezoelectric transducer, deflects the light F
at an angle in the x-z plane that is proportional to the ari ierF
rf frequency. To access a given port, we set the rf
signal to the appropriate frequency. Thesynthesizer output
beams reach the output fibers by means of a Fourier- pyohssieg oadfibers
transform lens. focusing optics

This general architecture was proposed in 1986 by

VanderLugt, who developed architectures based on Fig. 1. Proposed acousto-optic photonic switch architec-
the Fresnel transform, the Fourier transform, and a ture for a 4 X 4 implementation.
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configuration is appropriate for use in nonregenerat- the far-field pattern of the input fiber, and rearrange
ing applications. to get

Diffraction is caused by the finite extent of the de- XF2 LW TW
flected beam, which manifests itself as a spreading of N -I- --- (3)
the profile. As the extent of the profiles enlarge, the 2NAF 1  v p,
beams overlap, causing optical cross talk that funda- H
mentally limits the number of distinguishable output Here T d= L/v is the transit time of the cell and aei

ports. For most applications, a signal-to-cross-talk d where do - XM/2NA is the width of a Rayleigh
ratio of 30 dB should be sufficient. A straightforward resolution element in the output plane. For givenderivation shows that the worst-case signal-to-cross- input and output fiber geometries, the number of
talration sos c a b e rmae by ports may be increased by increasing the cell band-talk ratio SCR can be approximated by width or the transit time. Note that for an output-

port duty cycle of one half in a diffraction-limited
SCR 1 P ,system, p, must be greater than 4 to yield a worst-case2 Pik signal-to-cross-talk ratio greater than 30 dB.

Finally, we consider the reconfiguration time, which
is a combination of frequency synthesizer setup time

where P, is the signal power at the ith output port and and acousto-optic cell transit time. The synthesizers
Pi is the cross talk between the ith and kth ports. require 145 nsec to change the rf frequency. The

In our cross-talk calculations we represent the colli- transit time is the time interval required for the cross

mated beam profiles by the truncated Gaussian ampli- talk to settle to its designated value and is calculated
tude function a(z) - exp[-2A(x/L) 2]rect(x/L), where using
L is the length of the acousto-optic cell. We calculat- L
ed cross-talk levels at various distances D from the T = - T", (4)

acousto-optic cell for apertures characterized by A - 4.
2, 4, 8, and 16. For a 30-dB signal-to-cross-talk ratio where Tr is the reconfiguration rise time, i.e., the time
in a diffraction-limited system, we found that far-field required for the output power to go from 10% to 90% of
diffraction with A - 8 maximized the number of dis- its final value, and L, is the cross-sectional width of the
tinguishable ports. collimated beam that contains 80% of the optical in-

In our configuration we collimate light from the tensity. Note that since the number of output ports is
input fibers with an array of lenses, each having a focal proportional to TW, the transit time may be reduced
length Fl. A single lens of focal length F2 creates the by simply increasing the cell bandwidth.
Fourier transform of the deflected light, which, in ef- The experimental system, shown in Fig. 2, emulates
fect, results in an inverted image of the appropriate a 1 X 4 building block with output ports consisting of a
input fiber at the desired output port. The transverse closely packed linear array of 62.5/125 graded-index I
magnification of this system is MT - F2/Fi; efficient fibers. The input light has a wavelength of 633 nim

coupling can be made between similar fibers by setting and is delivered to the acousto-optic cell by a fiber
F, - F2. For applications where the input fiber core is designed to be single mode at 1300 nm. In terms of
smaller than that of the output fiber, we may increase fiber types and operating wavelength, our system
the magnification of the system proportionally with- closely resembles that used by Huang, so direct com-
out incurring significant spot-size or numerical-aper- parisons of loss and cross talk are appropriate. The
ture-related loss. light exiting this fiber is collimated by a 16-mm focal- I

The causes of insertion loss in our switch include length lens into a beam with A = 8 and L = 5.1 mm.
fiber-to-fiber coupling loss and inefficiency in The acousto-optic cell is made from flint glass and has
acousto-optic diffraction. The mode mismatch loss
can be estimated using well-known optical fiber splice Flint glass I
loss theory; reflection and restricted-aperture related acousto-optic
losses must be calculated independently. Acousto- cell translation

optic cell diffraction efficiencies for cells with a mod- Fourer- .

erate bandwidth W range as high as 50-80%/, while collimating transform destination

efficiencies for high-bandwidth cells are approximate- input lens lens fiber photo-

ly 10%.7 We also need to consider losses imparted by fiber detector

our power-combining scheme at the fiber outputs; de-
pending on the application, this loss could range from ......

negligible to a worst case of 11N. o
For closely packed fiber outputs, the focal length of V stnpper

the transform lens is governed by 16 75 mm-
u(N- 1)s 181.4MHz

e iWs (2) RF frequency= 6 0 8MHz

where v is the acoustic velocity in the cell, s is the fiber 150.5 MHz
cladding diameter, and X is the wavelength of light.
We divide Eq. (2) by F1 = L/2NA, where NA is the Fig. 2. Top view of the apparatus used in the 1 x 4 acousto-
numerical aperture contained within the e - 8 point on optic switch experiment. I
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Table 1. Experimental Insertion Loss and Worst- tal research in which we used laser sources directly
Case Signal-to-Cros.-Talk Ratio (SCR) for the I X 4 showed that total insertion louses below 3 dB can be

Acousto-Optic Photonic Switch achieved if these aperture losses are avoided. Worst-

Output Insertion case signal-to-cross-talk ratios were calculated using
Port ii (dB) Loss (dB) SCR (dB) relation (1). They exceeded 30 dB for every port,I which is consistent with the theory.

1 1.6 4.8 33 To determine the reconfiguration rise time, we
2 2.5 5.6 30 square-wave modulated the rf input, then measured
3 1.2 4.6 31 the rise time of the photodetector output as shown inI 4 1.2 4.6 32 Fig. 3. We found this rise time to be approximately

425 nsec, while L, was approximately 1.65 mm. Sub-
stituting these values into Eq. (4), we find that the
transit time is 1.31 Amc, which is exactly the value of
L/v. Additionally, the ratio of TW to N - 1 is 13.5,
while the total reconfiguration time for the switch is
1.46 Asec. Use of an optimum focal-length collimator
should reduce the reconfiguration time to approxi-
mately 1 psec.

This acousto-optic architecture provides a means of3 implementing a nonblocking switch with 0(N) com-
plexity throughout and extremely low insertion loss.

Fig. 3. Rise time of the 1 x 4 acousto-optic switch. It imposes minimal degradation to the optical signals
* and is suitable for nonregenerative switching within

5 a center frequency of 70 MHz, a bandwidth of 40 MHz, optical networks; it is also capable of rapid reconfigur-
a typical diffraction efficiency of 0.8 at 633 nm, and an ation. Experimental results for a 1 X 4 switch indicate

acoustic velocity of 3.9 km/sec. Driver frequencies for low insertion loss, signal-to-cross-talk ratios exceeding
the four outputs are 50.5, 60.8, 71.1, and 81.4 MHz, 30 dB, and a reconfiguration time of the order of 1
utilizing 30.9 MHz of the cell bandwidth. A transform AMc.
lens with a focal length of 75 mm, combined with the rf This research was supported by the U.S. Army Re-I frequency resolution, results in an output-port separa- search Office.
tion of 125.3 m. A single fiber is located in the Fouri-
er-transform plane; it is moved to various locations References
along the E axis, modeling the placement of the fourI output ports. The length of the output fiber is ap- 1. N. Kondo, Y. Ohta, K. Fujiwara, and M. Sakaguchi,
proximately 2 m, so a glycerine-based cladding mode IEEE J. Quantum Electron. QE-18, 1759 (1982).
stripper is used at the exit end. 2. K. M. Johnson, M. R. Surette, and J. Shamir, Appl. Opt.

The results of loss and cross-talk measurements are 27,1727 (1988).
summarized in Table 1. They indicate losses ranging 3. A. A. Sawchuk, B. K. Jenkins, C. S. Raghavendra, and A.
from 4.6 to 5.6 dB, values that are relatively low. Varma, Computer 20,50 (1987).
Mode mismatch loss in this experiment was less than 4. A. R. Dias, R. F. Kalman, J. W. Goodman, and A. A.

Sawchuk, Opt. Eng. 27,955 (1988).1.2 dB for all output ports, in accordance with our 5. A. VanderLugt, Proc. Soc. Photo-Opt. Instrum. Eng. 634,
theory. In this particular configuration, we incurred 51(1986).
unnecessary losses because the focal length of the col- 6. P. C. Huang, W. K Stephens, T. C. Banwell, and L. A.
limating lens was not optimized, causing light loss by Reith, Electron. Let. 25, 252 (1989).
the acousto-optic cell aperture. Previous experimen- 7. A. Korpel, Proc. IEEE 69, 48 (1981).
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I Acousto-optic photonic switch: an optical crossbar architecture

3 Dan Owen Harris and A. VanderLugt

North Carolina State University, Department of Electrical and Computer Engineering
Daniels Hall, Box 7911, Raleigh, NC 27695-7911

ABSTRACT

U We describe a crossbar switch architecture based on acousto-optic beam deflection. The
architecture has O(N) hardware complexity throughout, while exhibiting minimal insertion loss,
low crosstalk, and fast reconfiguration. Because of the small amount of signal degradation imposedI by this switch, it is suitable for nonregenerative applications within fiber-optic networks. By
increasing hardware complexity, broadcasting can also be achieved within the framework of this
architecture. We report experimental performance of a lx4 switching element. Insertion lossI] ranges from 2 - 6 dB, worst-case signal-to-crosstalk ratios are in excess of 30 dB, and
reconfiguration times are on the order of one microsecond.

1. INTRODUCTION

A crossbar switch is a space-division switch characterized by two distinct properties. First,
the crossbar providesfidl connectivity within an interconnection network, that is, a potential path
exists between each input port and every output port. A more stringent requirement for the crossbar
states that no path between an input and any unconnected output port may be blocked by any other

I input-output connection. A switch of this type is called nonblocking. Finally, in a generalized
crossbar, it is possible to connect one input to all the output ports simultaneously, effectively
broadcasting information. A more limited version of this capability is called muldicasting, in which
a simultaneous connection between one input and more than one, but not all, outputs may exist.
The switching power of the crossbar does not come without a price, however. With currently used
electrical technologies 2, O(N2) crosspoints are required to implement a generalized crossbar, while
well-known nonblocking networks require at least O(N 3/2) crosspoints. As N becomes large, these3 networks become impractical.

Since beams of light pass through each other without interacting, optical technologies are
inherently nonblocking; this property of optics may be used to construct crossbar switches with an
O(N) complexity. Photonic switches can also alleviate information flow bottlenecks imposed by
electronic switches within optical communication networks. Furthermore, if the loss and crosstalk
imposed by the switch are low enough, then potential exists for nonregenerative switching in
fiber-optic networks.

2. ACOUSTO-OPTIC SWITCHING ARCHITECTURE

I Acousto-optic cells have lower losses and faster reconfiguration times than most other spatial
light modulator technologies. The deflecting nature of acousto-optic diffraction can be used to
produce a nonblocking, NxN space-division switch with O(N) complexity. Also, loss and
crosstalk levels in the acousto-optic switch can be small enough for use in nonregenerative
applications, even when N is large.

Im
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2.1. General architecture

We propose to implement an acousto-optic photonic switch using the architecture shown in
Figure 1. In this configuration, light is delivered to the switch by input ports arranged in a linear I

input
ports collimatng

acosuctU°Pti c

I processing and

irnun focusing optics outputI

synthesizers

Figure 1. Acousto-optic switching architecture for a 4x4 implementation.

array. Light from each input port is collimated along the z-axis, and each collimated beam
interactswith one channel of a multichannel acousto-optic cell. An acoustic wave, created by the
applicationof an RF signal to a piezoelectric transducer, propagates along the x-axis in each channel.
The interaction between the light and the acoustic wave results in a portion of the light being
deflected in the x-z plane; this deflection angle is proportional to the RF frequency. Therefore, to
access a given output port, we simply adjust the RF frequency so that light is deflected to that port.

Since only one acoustic channel is required per input port, and there is never any path
contention, the architecture is nonblocldng with O(N) hardware complexity. As N becomes large, I
this results in greatly reduced complexity compared to electrical technologies. The total number of
input ports that can be served is unlimited in theory; however, commercially available multichannel
cells are presently made with up to 128 channels. The number of output ports is limited by the I
time-bandwidth product of the acousto-optic cell; current cell technologies can support well in
excess of 100 output ports.

The RF signals used for addressing are created by dedicated digital frequency synthesizers.
Since only one synthesizer is needed per input port for applications where multicasting capability is
not present, we preserve the O(N) complexity of the deflecting architecture. With the synthesizers
we have specified, there is a 140 nsec delay between the time control logic requests a change in the
RF frequency and the time the change begins to occur;, after the transition begins, only 5 nsec of
settling time is required. Multicasting can be accomplished by either superimposing continuous
waves or space multiplexing pulses of the appropriate carrier frequencies within the acoustic i
channel. The former method has been demonstrated experimentally 3 and incurs a splitting loss. It
also increases hardware complexity, because multicasting to M outputs requires M monotone
frequency synthesizers per acoustic channel. In addition to the splitting loss, space multiplexing of
pulses brings about a I/M reduction in the number of output ports; although only one frequency
synthesizer per acoustic channel is required, hardware and software overhead increase because I

I
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some mechanism for periodically changing the RF input to the cell must be present.

optical focusing lens or

ladde focusing lens input laser diode power combiner

electical output

electical a~cl ]ie coarydetecto opclltical outputnput a-o cel I / det to array O up u

(a) (b)

focusing lens or

fiber focusing lens laer fiber power combiner
laser fiber army

optical optical
S-o cell a-o optical output

(c) ary output (d)

iFigure 2. Input and output port configurations.

2.2. Input and output port configurations

The acousto-optic photonic switch can be used in a broad range of applications which span
many types of physical input and output port configurations. Figure 2 provides a graphical
summary of the most practical of these combinations.

Our crossbar switch may also be desirable in some purely electrical communications network
applications. Figure 2(a) illustrates this case, where the electrical signal is used to drive a laser
diode. In general, packaging of the input optics will be simplified if light from the laser is delivered
by an optical fiber, since many commercial laser diodes are equipped with fiber-optic pigtails, this is
easily accomplished. The light from the fiber pigtail is collimated and fed to the acousto-optic cell,then horizontally deflected toward the proper output port. 'Me output light is also vertically focused

3 onto the detector array axis by a lens.

Several input/output port configurations may be used in optical networks. The first, which is
diagramed in Figure 2(b), is appropriate for routing in packet switched networks. Here, the optical
input is converted to an electrical signal, the addressing information is read, and a new packet
header is generated. The packet is then converted back to an optical signal using a laser diode
source. Again, light from the laser is collimated and delivered to the cell, but in this case, light from
the cell must be directed onto an output axis composed of optical fibers. In some applications, the
limited numerical aperture of the fibers may cause inefficient power coupling if vertical focusing is
used, so some type fiber-optic power combiner is in order. Unfortunately, power combiners
typically have efficiencies of 1/N; ultimately, a better means of vertically collapsing beams onto the
output fiber axis is needed.

The second scheme is given in Figure 2(c). In this implementation, light is collimated
directly from the input fiber and applied to the cell. Addressing information must either be supplied
through a parallel electrical network, or header information can be excised by tapping a portion of
the optical signal, then delaying it long enough for the necessary processing to take place. A
detector array is used at the output, so vertical focusing is again an efficient means of guiding the
beams to the output axis. After the light has been converted to electricity by the detector, an
electrical-to-optical conversion is necessary before the signal can be fed to the output fiber.

I
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A third possible combination which utilizes photon-to-electron and electron-to-photon
conversions is not shown; it is a combination of the schemes shown in Figures 2(b) and 2(c),
whereby a set of conversions is used on the input side to extract addressing information, and
another set is employed to avoid the numerical aperture coupling problem on the output axis. We
should note that all three of the optical network switching schemes we have mentioned thus far areconsidered to be nonregenerating even though photon/electron conversions are present. This is

because the converted signals are sent through the switch in their native form, and hardware to
decide individual bit values and generate new, distortionless pulses is not required.

The final optical network configuration is the case where the signal remains in photonic form
throughout the switch as shown in Figure 2(d). Here light is supplied by a fiber and deflected to a
fiber-optic output array. This configuration can reduce hardware costs, especially in high bit rate
applications, because no photon/electron conversions are required. However, both the addressing
and output coupling constraints that were described above apply to this configuration. 3
2.3. The lxN switching element

The NxN switch we have described will be implemented with a multichannel acousto-optic I
cell. The basic characteristics are similar to those of N identical lxN switching elements. Each
element must be capable of efficiently deflecting light from an input port to an one of an array of
detectors or fibers. The basic optical system we use to perform this function is shown in Figure 3,
In this system, light from the far-field distribution of the input fiber is collimated by the first lens;
here, the distribution of the collimated light is actually the Fourier transform of the light which exits
the fiber core. After the collimated light is deflected by the acousto-optic cell, a second lens creates
the Fourier transform of the beam, which results in an inverted image of the input fiber at the
desired output port. The transverse magnification of this imaging system is given by MT = F2/Fl ,
where F, and F2 are the focal lengths of the collimating and transform lenses, respectively. The
ratio of focal lengths of the two lenses, and consequently, the magnification, is chosen such that the I
output spot is approximately the same size as the fiber or detector aperture; in this manner, most of
the power in the deflected beam will be collected at the output port. We note that combinations of
cylindrical lenses may be used if magnifications in the vertical and horizontal directions need to be 1
different, or if elliptical illumination of the acousto-opic cell is required.

acousto-opoc cell ouput

F1  4- F2

(a) (b)

Figure 3. Optical schematic of (a) side and (b) top views of a I x4 switching element. 3
3. THEORY 3

VanderLugt has described the basic operation of multichannel acousto-optic switches for
both Fresnel and Fourier diffraction4 . We now investigate the character of crosstalk, insertion loss,
and reconfiguration time in the switch, and also develop design procedures based on the IxN I
switching element.

I
I
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1 3.1. Crosstalk

In this switch, spillage of optical power into inappropriate output ports is due to three
different effects: optical crosstalk occurs from the diffraction and eventual overlapping of the
deflected optical beams, acoustic crosstalk arises from a similar spreading of acoustic waves among
channels in the cell, while electrical crosstalk originates from electromagnetic coupling of RF
signals in the transducers and output signals in detector arrays. We expect to minimize the effect of
acoustic wave spreading by using small input beams interacting with sound near the transducers,
while electrical crosstalk can be controlled through proper shielding and isolation. Future research
will include a thorough investigation of these effects. At this point, a close examination of the
optical crosstalk due to diffraction is in order to help determine the optimum physical configurationof the architecture.

Diffraction occurs in the acousto-optic switch due to the finite extent of the intensity profile of
the deflected beam, manifesting itself as a spreading of the profile. As the profiles enlarge, the
beams overlap, producing optical crosstalk. Crosstalk may limit the packing density of ports along
the output axis and, since the acousto-optic cel: has a fixed range of deflection angles, can reduce
the maximum number of distinguishable output ports. Optical crosstalk is controlled by altering the
diffracted intensity profile; this is done by either modifying the input beam profile or moving the
output ports further from or closer to the acousto-optic cell. To find the optimum combination of
aperture weighting, output fiber placement, and port separation, we must determine the maximum
number of output ports that can be distinguished for a given crosstalk level based on a required
signal-to-crosstalk ratio; for most applications, a signal-to-crosstalk ratio of 30 dB should be
sufficient. Crosstalk can be modeled as an incoherent summation, and a straightforward derivation
shows that the worst-case signal-to-crosstalk ratio can be approximated by

I SCR- 1  (1)

k #i
where Pi represents the signal power at the ith output port, and Pik the crosstalk between the ith and
kth ports. This represents the entirety of additive noise for systems with fiber inputs and outputs.
For systems using detectors, the reciprocal of the overall signal-to-noise ratio can be approximated
by the sum of the reciprocals of the signal-to-crosstalk ratio and the individual receiver
signal-to-noise ratios.

In our crosstalk calculations, input beam profiles were represented by the truncated Gaussian
amplitude function a(x) = exp[-2A*(x/L) 2]*rect(x/L), where L is the length of the acousto-optic cell;
crosstalk levels were calculated for illumination apertures characterized by A=2, 4, 8, and 16. We
determined the Pik's for various values of L by calculating the Fresnel intensity pattern for a given
weighting and distance D from the acousto-optic cell, and integrating the pattern over the
appropriate region for the output port width and separation. For a 30 dB signal-to-crosstalk ratio in
a diffraction limited system, we found that the number of distinguishable output ports increases as
we increase D; the output port count is maximized when the fibers are placed in the diffraction
far-field, which reinforces the use of our Fourier plane imaging system. Also, the required port
separation is optimized at A=8; for an output duty cycle of one half, the required Fourier transform
plane separation is approximately six Rayleigh resolution elements for A=4 and A=16, and dipping
to four when A=8. Since TW elements can be resolved in the Fourier plane, where TW is the
time-bandwidth product of the acousto-optic cell, the maximum number of output ports is given by

Nma x  TW (2)
From this relation, we see that the we can serve more output ports by increasing either the

acousto-optic cell bandwidth W or the transit time T. Note that T=L/v, where v is the velocity of
sound in the cell.
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3.2. Insertion Loss

Losses in the switch are principally caused by reflections, acousto-optic cell diffraction
efficiency, and, in the case of fiber-optic output ports, coupling loss. Acousto-optic cell diffraction
efficiencies for moderate bandwidth cells (W = 100 MHz) can range from 50 - 80%, while I
diffraction efficiencies for large bandwidth cells (W = 1000 MHz) are about 10%. 5 Fiber-to-fiber
coupling loss from spotsize and numerical aperture mismatch can be calculated using techniques
developed within splice loss theory. We must also consider power combining loss at the output
ports; this is application dependent, and can range from being negligible to a worst-case efficiency
of 1/N.

3.3 Reconfiguration time I
Finally, we consider switching speed. We discussed the set-up time of our frequency

synthesizers, but a more fundamental limitation of switching speed is the acousto-optic cell
reconfiguration time. The time required to transfer the optical power to the output fiber is defined as
the interval needed for the power to increase from one-tenth to nine-tenths its final value; this
interval is known as the rise time. In terms of the acousto-optic system, this is the time required for I
one point on the acoustic wave to traverse the cross sectional width of the collimated beam which
contains 80 percent of the optical intensity. Recall from previous discussion, however, that we
want to truncate the aperture at the e-8 points in order to maximize the number of output ports. If.
we follow this criterion, rise time and reconfiguration time are not equivalent because, even though
the power is effectively transferred within the rise time, the crosstalk will not have settled to its
specified levels. Therefore, the true acousto-optic cell reconfiguration time is the transit time T.
Since the rise time is easily measured, it is convenient to calculate the transit time using

T --- T (3)

where Tr represents the rise time and Lr the corresponding portion of the input aperture.

3.4. Switching element design 3
The focal length of the transform lens is governed by

F2 = v (N- S (4)

where X is the wavelength of light and s is the spacing between output ports. The focal length of
the collimating lens can also be written in terms of optical system parameters as

L (5)
- 2NA'

where NA is the numerical aperture contained within the e-8 point on the far-field pattern of the
input fiber. From this expression, we see that F1 should be chosen to be as small as possible in
order to minimize L, and ultimately, reconfiguration time. Also, for multimode fiber inputs, F1
must be large enough to provide adequate collimation of the input light; this is necessary because
poor collimation reduces acousto-optic cell diffraction efficiency. If we divide equation (4) by
equation (5) and rearrange, we find that

N I ___2 LW T (
2NAsF1 v - s (6)

Here, Ps = s/d0, where do=XMT/2NA is the width of a Rayleigh resolution element in the output
plane. Therefore, all we need to know to calculate ps is the output port separation, the operating
wavelength, the numerical aperture of the input fiber, and the maximum transverse magnification
that will allow efficient coupling from input to output port. Once this parameter is calculated, we
can specify the acousto-optic cell bandwidth that will provide the desired combination of output port
count and reconfiguration time. We must take care to ensure that Ps is large enough to guarantee the

I
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N specified signal-to-crosstalk ratio. After the appropriate cell bandwidth has been determined, the
focal lengths of the two lenses are calculated using equation (4) and the expression for transverse
magnification.

4. EXPERIMENTAL PERFORMANCE

We conducted experiments to verify the predicted performance of our acousto-optic photonic
switch architecture. In these experiments, we make measurements to determine the insertion loss,
worst-case signal-to-crosstalk ratio, and acousto-optic cell reconfiguration time for a switch with a
small core input fiber and larger core output fibers.

The experimental system, shown in Figure 4, emulates a single input switch with four output
ports consisting of a close packed linear array of 62.5/125 graded index fibers. The acousto-optic
cell is made from flint glass and has a center frequency of 70 MHz, bandwidth of 40 MHz, typical
diffraction efficiency of 80% at 633 nm, and acoustic velocity of 3.9 km/sec. It is driven with RF
signals of 50.5, 60.8, 71.1, and 81.4 MHz (which deflect light to output ports 1, 2, 3, and 4,
respectively), making use of 30.9 MHz of the available cell bandwidth. A transform lens with a
focal length of 75 mm, when combined with the RF frequency resolution, results in an output port
separation of 125.3 jI. A single fiber is located in the Fourier transform plane so that it can be
moved to various locations along the t-axis, accurately modeling the placement of each of the four

I flint glass
acousto-o pc cell translation

IFourier 
stage

transforrn
lens destination

photodetector
I _ _ _75m ./il

" ........ stripper

U 81. 4 fl
60.8 Mz

50.5 MHz

Figure 4. Apparatus used in 1 x4 experiments.
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output ports. The length of the fiber used in this experiment is approximately two meters; a 3
glycerine-based cladding mode stripper is used at the exit end of the fiber to ensure that al! optical
power falling on the photodetector originates from the fiber core.

The input light has a wavelength of 633 nm; we use visible light in our experiments so that I
we may more easily identify any corruption of the output beams. We perform this experiment for
two different input scenarios. In Experiment 1, we deliver light to the acousto-optic cell by a fiber
designed to be singlemode at 1300 nm. The light leaving this fiber is collimated by a 16 mm focal
length lens into a beam characterized by A=8 and L=5.1 mm. For Experiment 2, we took the beam
directly from our laser and rendered it into a collimated beam characterized by A=8 and L=3.2 mm.
This was intended to simulate light which is collimated from a 633 nm singlemode fiber by a 10 mm I
focal length lens.

Loss and crosstalk are derived from power measurements from all of the output ports for the
case when each port is addressed. These results are summarized in Table I. For the first I
experiment, insertion losses ranged from 4 - 6 dB, while in the second, they ranged from 2 - 4 dB;
in both experiments, the losses are exceptionally low. Losses in the first experiment were higher
than in the second for several reasons. First, about 1 dB was lost in 16 mm collimation lens in the
first experiment, while in the second experiment, loss between the laser and acousto-optic cell was
negligible. Second, the diffraction efficiency was slightly better in the second experiment; since the
transducer height is of the acousto-optic cell is only 2 mm, a higher percentage of the incident beam I
passes through the sound column in the second experiment. Finally, the coupling efficiency of the
output beam to the fiber is about 0.5 dB better in the second experiment because the f-number of the
output beam is less in the second experiment, and the loss from numerical aperture mismatch is
reduced. The the combination of spotsize and numerical aperture mismatch loss experienced by
both our systems was minimal, ranging from 0.5 - 1.5 dB.

Worst-case signal-to crosstalk ratios were calculated using equation (1). The crosstalk for
Experiment 1 is nearly what we expect from a Gaussian beam, while those seen in the second
experiment were slightly higher than predicted. We measured the profile of the laser used in the
experiment and found that the shape was not as smooth as a Gaussian; this roughness causes the
sidelobes in the diffraction pattern to increase, resulting in higher crosstalk. We feel that the
signal-to-crosstalk ratios obtained in Experiment I are most representative of our switching

output Experiment 1 Experiment 2

port i Insertion SCR (dB) Insertion SCR (dB)
11 (dB) Loss (dB) 1l Loss (dB)

1 1.6 4.8 33 1.1 2.6 29

2 2.5 5.6 30 2.2 3.6 26

3 1.2 4.6 31 0.9 2.4 27

4 1.2 4.6 32 0.8 2.4 30

Table I. Measured insertion loss and worst-case signal-to-crosstalk ratios for the Ix4 experiments.

I
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(a) (b)

Figure 5. Acousto-optic cell rise times for (a) Experiment 1 and (b) Experiment 2.

I architecture, since they are derived from a Gaussian beam. These values are less than 30 dB for all
ports.

The reconfiguration time was calculated using the rise time of the acousto-optic cell system.
We determined the rise time of the system by modulating the RF driver signal with a square wave,
displaying the time-varying output of the photodetector on an oscilloscope, and measuring the rise
time from the display. From Figure 5, we see that this rise time is approximately 425 nsec for
Experiment 1 and 275 nsec for Experiment 2; we also found L, to be 1.65 mm and 1.00 mm for
Experiments 1 and 2, respectively. Substituting these values into equation (3), we may deduce that
the transit time is 1.31 .isec for Experiment 1 and 880 nsec for Experiment 2, which compares well
with their respective 1.31 .sec and 820 nsec values of L/v. Total reconfiguration times for the first
and second experiments would be 1.46 and 1.03 t.isec, respectively.

5. CO4CLUSION

The acousto-optic photonic switch we propose is the only architecture we know that can be
used to implement a nonblocking switch with just O(N) complexity throughout. Assuming efficient
output power combination can be achieved, it imposes minimal degradation to the optical signals
which pass through it, and is suitable for nonregenerative switching within optical networks; it also
capable of rapid reconfiguration. We conducted an experiment to verify insertion loss, worst-case
optical crosstalk, and acousto-opnc cell reconfiguration time for a I x4 switching element with
singlemode fiber input and multimode fiber output. Insertion loss for the switch was approximately
2-6 dB, worst-case signal-to-crosstalk ratio was found to exceed 30 dB, and acousto-optic cell3 reconfiguration time was on the order of a microsecond.
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It was shown that the lift-off technique does not de-
grade the bandwidth and the quantum efficiency of In- _u.ticuo.,3 GaAs/lnP p-i-n photodiodes5 The lifted-off devices, with a Cr ,m s o-ahc 

I 2 Ipm absorption layer thickness and a (24 x 24) eml

mesa area, showed a bandwidth of 13.5 GHz and an in- Kjnaternial quantum efficiency of 90% at 1.3 I.Lm wavelength. f ..... t

* These results are similar to those obtained on devices of optics

the same dimensions that were not lifted-off.
The transfer of semiconductor devices without degrada-I- tion in their performance leads to the exciting possibility

of integrating high performance photodetectors with opti- RF arn ise=)

cal waveguides in materials other than semiconductors. syn,.,izer out

We fabricated GaAs MSM photodetectors on both glass po.l

and LiNbO3 waveguides (see figure), and detected a pho-
tocurrent in response to light in the waveguide, demon-
strating the optical coupling between the two. 6' The cou- A 4 X 4 acousdc-optic photonic switch.
pling, which was not optimized by waveguide and detec-
tor design, gave rise to an absorption coefficient of 40 cm'
for a guided mode in a proton-exchanged LiNbO3 wave- ports. Such an architecture uses the three-dimensional pro-
guide; similar results were obtained on ion-exchanged cessing capability of optics, allowing nonblocking NXN
glass waveguides. The ability to obtain good optical cou- switches to be constructed with only N deflectors. In addi-
pling between a transferred semiconductor device and an tion to the low hardware complexity, low losses are possi-
underlying waveguide lays the foundation for a new gen- ble even for large switches because light must encounter
eration of integrated devices. Potential applications of this only one deflector, regardless of the number of output
new technique have only begun to be explored, ports. Optical crosstalk is due to diffractive spreading of

output beams in this type of switch and, typically, only
- REERENCES nearest neighbor contributions are significant; therefore,

1. W.K. Chan, J.H. Abeles, K.C. Nguyen, R. Bhat, and M.A. Koza, IEEE crosstalk can also be limited to low levels when N is large.
Photonics Technol. Letts., 1, 65, 1989. We have proposed and demonstrated the performanceI 2. H. Schumacher, H.P. LeBlanc, J. Soole, and R. Bhat, IEEE Electron of a deflecting photonic switch based on acousto-optic
Dev. Let., 9, 607, 1988. technology. 3 The switch has good loss and crosstalk char-

3. J.B.D. Soole, H.Schumacher, R. Esagui, H.P. LeBlanc, R. Bhat, and
M.A. Koza, to be published, Appl. Phys. Letts. acteristics and is capable of rapid reconfiguration. In this

4. E. Yablonovitch, T.J. Gmitter, J.P. Harbison, and R.Bhar, Appl. Phys. architecture (see figure), light from a vertical array of in-
Letts. 51, 2222, 1987. put fibers is collimated, with each of the collimated beams

5. H. Schumacher, T.J. Gmitter, H.P. LeBlanc, R. Bhat, E. Yablonovitch, interacting with a single channel in a multichannel
and M.A. Koza, Device Research Conference, Boston, June 1989. acousto-optic (AO) cell. An acoustic wave, created by the

6. W.K. Chan, A.Yi-Yan, T.J. Gmitter, L.T. Florez, J.L. Jackel, E. Yab-
lonovitch, R. Bhar, and J.P Harbison, Device Research Conference, application of an RF signal to the AO channel, induces a
Boston, June 1989. horizontal linear shift in the spatial phase of the light

7. A. Yi-Yan, W.K. Chan, T.J. Gmitter, L.T. Florez, J.L. Jackel, E. Yab- beam. This phase shifted beam then passes through a Fou-
lonovitch, R. Bha, and J.P. Harbison, IEEE Phoronic Technol. Lett. 1, rper transform lens, which creates a horizontally offset im-
379, 1989. age of the input fiber in the output plane. The amount of

horizontal offset in the image of the input fiber is equal toI the slope of the linear phase shift, which, in turn, is pro-
Acousto-optic photonic switch portional to the frequency of the applied RF signal. Since

the output ports are arranged in a horizontal line, any out-

D.O. Hams and A. VanderLugt, put port can be accessed through proper selection of the
North Carolina State University RF frequency.

In this new approach, a dedicated digital frequency syn-
n recent years, there has been interest in developing thesizer is used to drive each of the A0 channels. Since the
photonic switches." A promising class of space-divi- switch is nonblocking and only one hardware element is

,son architectures is based on dynamic beam steering, required per input port, the device implements a normal
where input light is deflected to one of several output crossbar with an unprecedented hardware complexity of
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N. Also, since an imaging system is used to couple light and also include broadcast video.
from input fiber to output, efficient power transfer can be Three years ago, preliminary experiments with a 10-
facilitated through proper selection of the transverse mag- channel heterodyne system were conducted, I using a vi-
nification. The transform lens will automatically focus the bration-isolated laboratory bench and manipulators for
light vertically and can be used to direct power onto the aligning each laser. A recent demonstration 2- 3 performed I
output axis. in early 1989 concurrently with other similar demonstra-

This configuration is convenient, since only one lens is tions4 5 takes the technology one step further. It shows the
required in the output optics of the entire N x N switch. practical feasibility of heterodyne broadcast networks us- I
For applications where output fibers have insufficient nu- ing commercially available components with rack-mount-
merical aperture to collect the light, we can use a conven- ed equipment.
tional photodetector regeneration technique or use a sepa- We have demonstrated a heterodyne lightwave broad-
rate transform lens for each input port and an Nx 1 fiber- cast network that transmits 16 digital video channels each
optic power combiner, modulated at the SONET rate of 155.52 Mb/sec.2 The 16

We have verified the performance of a 1x4 switching signals are transmitted individually to a 16x 16 fiber star
element for an 8 .rm core input fiber and 62.5 p.m core coupler, where they are combined and split into 16 output
output fibers. For an optical wavelength of 633 nm, inser- fibers. A heterodyne receiver at one of the output fibers
tion loss ranges from 2-6 dB and worst-case signal-to- can be tuned to select a desired video signal.
crosstalk ratios are about 30 dB; for reasons outlined Each of the transmitters incorporates a commercially I
above, the loss and crosstalk do not increase significantly available DFB laser package, with the laser devices select-
when the number of ports is increased. Experimental ed to have linewidths of less than 30 MHz and wave-
switching times are about 1 p.sec when 30.9 MHz of RF lengths that fall within a 1 nrr. band centered at 1540 nm. I
bandwidth is used; this l psec reconfiguration time can be The laser package also includes an optical isolator with 30
maintained for more output ports by increasing the RF dB of isolation, plus a thermoelectric cooler element. The
bandwidth of the AO cell by about 10 MHz for each addi- temperatures of the laser packages are adjusted to set the
tional port. optical frequencies of the individual lasers for a 10 GHz

channel spacing. To prevent the optical frequency of one
REFERENCES laser from drifting into the assigned frequency band of an-
1. A.A. Sawchuck, B.K. Jenkins, C.S. Raghavendra, and A. Varma, Op- other, the laser frequencies were locked relative to the

tical crossbar networks, Computer, Vol. 20, No. 6, pp. 50-60, 1987. 1509.554 nm absorption line of ammonia gas. Frequency
2. S.D. Personick, Photonic switching: technology and applications, control was achieved using a personal computer to moni- m

IEEE Comm. Mag., Vol. 25, No. 5, pp. 5-9, 1987. t
3. D.O. Harris and A. VanderLugt, Acousto-optic photonic switch, Opt. tor a scanning Fabry-Perot interferometer and to set the

Lett., Vol. 14, pp. 1177-1179, 1989. temperature and drive current of each laser, stabilizing it
to within 200 MHz of its assigned optical frequency.

The lasers are modulated in a Frequency-Shifted-Keyed I
(FSK) format with a special Alternate Mark Inversion

16-channel heterodyne broadcast (AMI) code. This code was selected to avoid the degrada-
network at 155 Mb/sec tions in system performance that typically occur with DFB

lasers due to a non-uniform FM response.
R.E. Wagner, R. Welter, W.B. Sessa, The heterodyne receiver used a balanced polarization-

and M. W. Maeda, Bellcore diversity configuration to prevent eep signal fades that
would normally be caused by polarization changes at theT here has been considerable interest this year in ex- receiver input. It was designed to accommodate an IF

ploring heterodyne reception techniques for use in fi- linewidth of 100 MHz, which required each laser to have
ber distribution networks, especially broadband-ISDN a linewidth of less than 50 MHz--easily achieved with I
networks. These will likely be implemented using conven- typical DFB lasers. The receiver was tuned by changing the
tional fiber technology, but could later be upgraded using temperature of the local oscillator laser to se!cct the de-
heterodyne receiver technology. Heterodyne systems pro- sired signal. I
vide several key advantages: the ability to transmit many With 6 dB of margin in the nerwork and 10 dB for the
channels simultaneously, to tune the receiver to select a fiber (40 km at 0.25 dB/Km), there is 12 dB remaining for
single channel, and to detect smaller signals. The current a second star coupler with a 16-wsay power split, thus po-
thinking is that B-ISDN networks will use a double-star tentially serving 256 subscribers simultaneously. Still fur-
topology, employ a SONET digital transmission standard, ther splitting was demonstrated by putting an Er-doped

50 OPfTCS NEWS n DECEMBER 1989 3



i
I
I
i
I

I APPENDIX H

i OPTIMUM SAMPLING OF FRESNEL TRANSFORMS

I
i Submitted to Applied Optics

i
I
i
i
I
I
i
i
I



U
I
I
I

Optimum Sampling of Fresnel Transforms
by

A. VanderLugt

North Carolina State University

Electrical and Computer Engineering Department

Daniels Hall, Box 7911
Raleigh, NC 27695

Abstract

The opportunity to process signals in domains other than the time or frequency domains

arises naturally in coherently illuminated optical systems that produce Fourier transforms. It is
well known that N samples are sufficient to represent the information content in the object,

image, and Fourier planes. We extend these results to show that we can accurately represent the

signal in any Fresnel plane of a coherently illuminated optical system with exactly N samples
I provided that we use a specified sampling technique.
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Optimum Sampling of Fresnel Transforms 2

I i1 Introduction

Signal processing operations are generally performed in either the time or the temporal

frequency domains. For example, spectrum analysis is a process in which signal features are

easily detected using Fourier transforms to display the frequency content of the signal.

I Correlation is extensively used in signal detection and can be implemented in either the time or

the frequency domain, the choice resting on performance/cost considerations. Sometimes

processing is done simultaneously in both domains such as in radar processing to display range

I and doppler information, or in displaying Wigner-Ville distributions. In optical processing, the

equivalents of the time and temporal frequency domains are the spatial and spatial frequency

domains of a coherently illuminated optical system.

Processing signals in domains other than the tine or frequcncy domains has not been

studied extensively. In an optical Fourier transform systems there is a continuum of domains

available for implementing processing operations between the object plane, that contains a time

or a spatial signal, and the Fourier transform plane, that contains the corresponding frequency

I information. Each plane between the object and Fourier planes is a Fresnel transform of the

jobject. The characteristics of the Fresnel transform is a unique mixture of those of the space and

frequency distributions; it resembles one or the other depending on the location of the Fresnel

I plane.

The sampling theorem is an important signal processing tool for characterizing the

I complexity of signals or systems. For example, Toraldo used the sampling theorem to determine

the degrees of freedom in an image and the capacity of an optical channel, as did Linfoot is his

study of optical images.1.2 O'Neill and Walther used sampling theory to study the importance of

phase in optical systems,3' 4 and Barakat, at about the same time, applied sampling to optical

diffraction theory as a computational tool. 5 These authors applied the sampling theorem to either

I the image plane or the aperture plane of incoherently illuminated systems. Little attention was

given to sampling in the Fourier plane of coherently illuminated systems until the 1970's.6 .7

I



Optimum Sampling of Fresnel Transforms 3

Marks, Walkup and Hagler subsequently applied similar analyses to space-variant systems. i
Since there is no equivalent of a fixed time base in optical systems, the image size and the

required sample spacing are functions of magnification. The optical invariant, as derived in I
geometrical optics, accounts for system magnification and guarantees that the information in the

image is the same as that for the object, if the system is free of aberrations. Hence, if N samples

(or pixels) are sufficient to accurately sample the object, we know that N samples, whose size

and spacing are scaled by the magnification, are also sufficient to sample the image.

The question arises as to whether N samples are sufficient to accurately measure the I
intensity of a Fresnel transform. In this paper we show that a fixed number of samples is

sufficient to measure the Fresnel transform at any plane, but only under the condition that the

sampling is nonuniformly distributed in space. The detailed sampling distribution is dependent

on the bandwidth of the object and the particular Fresnel plane being sampled.

In Section 2 we use a simple optical system to illustrate the basic principles for sampling I
Fresnel transforms. In Section 3 we develop the optimum sampling distribution for the restricted

case of when the information capacity of the system is maximized; such a system images an

object at an infinite conjugate plane. In Section 4 we remove this restriction and derive the

optimum sampling procedure for the completely general case of a finite conjugate imaging

system. In Section 5 we find the maximum and minimum spatial frequencies in any Fresnel I
transform plane in a generalized imaging system.

2 A Fourier Transform System

From the sampling theorem, we know that a signal whose time bandwidth product is TW

can be accurately characterized by N=2TW samples, where T is the time duration of the signal

and W is its bandwidth. The sample spacing is therefore To=TIN=I/(2W). The corresponding I
notion in an optical system is that the sampling distance do for a bandlimited object having a

cutoff spatial frequency aco is do=l/( 2 atco). If the object has length L, the number of samples

required is N=L/d0 . For a two dimensional object, the required number of samples is N=NxNy

where Nx and Ny are number of samples required in the x and y directions.

~I
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I The sampling spacings and spatial frequencies must be associated with the intensities of

optical signals, since it is the intensity that is observed and measured. In a coherently illuminated

optical system, we deal with amplitude distributions to which we can also attribute spatial

frequencies and sample spacings. These quantities are not, however, observable or directly

measurable. We assume throughout these analyses that the object plane is coherently illuminated

I with a collimated beam of monochromatic light. The sampling strategies developed here,

however, always refer to intensity functions.

2.1 The Fourier Domain

Consider first the Fourier transform system of Figure 1, which we analyze in one

dimension. An object f(x) in the front focal plane P1 of the lens is illuminated by a plane wave of

coherent light. At plane P2 the information from the object is dispersed by a diffraction process

to form the Fresnel transform:9

g(u) = Jrect(x / L)f(x)e- dV (1)

-- where F is the distance from plane Pl to plane P2 and rect(x/L) shows that the object has length

3 L. The lens multiplies the Fresnel transform by a quadratic phase function exp[jH'raF)u 2], where

F is the focal length of the lens, to produce h(u) at plane P3:
i_ X.. U2

_h(u) = g(u)e AF . (2)

A second Fresnel transform similar to (1) is applied to h(u) and produces the Fourier transform

at plane P4 :10

F(4)= J.h(u)e "F dx

Jrect(x / L)f(x)e v dx. (3)

Although the configuration shown in Figure 1 is the simplest to analyze, the Fourier transform

m exists under a much wider range of conditions, such as with a different positi, n of plane P1 or

- using divergent or convergent illumination.' 0

In the object plane P, all informatiun is confined to the region defined by the aperture L and

the sample spacing is d0=L/N. In the Fourier plane P4 all information passes through an aperture
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24co . A previous study shows that the information capacity of the system is optimized when I
2 co=L, so that the physical size of the object and Fourier planes are equal." A related study

shows that the packing density for a generalized imaging system is highest in either plane P1 or

Pdependg on the cutoff frequency aco.7 When the capacity of the system is maximized, the

packing density is the same in both planes and the required sample spacing is also equal at both

planes. Under these conditions, the lens aperture A, as shown in Figure 1, transmits both the I
undiffracted and diffracted light so that A=2L. Hence, the spatial extent of the Fresnel transform

at planes P2 or P3 is twice that of either the object or the Fourier transform.

2.2 The Fresnel Domains

The increased spatial extent of the Fresnti transform would be of little concern if the sample

spacing could be increased correspondingly, so that the number of samples -quired remains the i
same; unfortunately this is not the case because the spatial frequency af in some Fresnel planes 3
is at least as large as aco in the object plane. To illustrate this point, consider the impulse

response r(u) of the system in the region between planes P1 and P2, as shown in Figure 2:

r(u) = Jd(x)e AD d, (4)

where d(x) is the impulse response function for a bandlimited function and D is the distance

from plane P1 to the plane of observation. This integral cannot be evaluated in closed form but a

working approximation for a sampling function d(x)=sinc(x/do) is that9

r(u) = Ie - - a  ",  ul< OcoD,

0; else. (5) I
Thus, the energy due to the impulse response, which is equivalent to a sampling function, is

contained within a cone whose apex angle is 20co as shown in Figure 2. The connection between

the physical cutoff angle 0co and the cutoff spatial frequency co is such that the boundaries of

the cone represent the rays that pass through 4--4co at the Fourier plane of Figure 1. 1

The proper sampling distribution for an arbitrary Fresnel plane is somewhat complicated to

solve in detail because the integrals cannot be solved in closed form, but the solution is

simplified by using the approximation given in ( 5). Consider the spatial frequency at any plane 3
I
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intermediate to planes P1 and P2 generated by a pair of samples separated by nd0 , where

3 l<_n(N-1), and centered on the optical axis at x--O.The object distribution is therefore

f(x) = d(x -ndo /2) + d(x +ndo /2), (6)

so that the intensity at a plane an arbitrary distance D from the object is

1(u) = f(x)e'AD )

I - d(x - ndo / 2 )eJ A -)dx +f d(x + ndo / 2)e' '

Iiundo/2)2 -j.(u+ndD/2)2 2

I = 2[1 + cos(2 ndou / AD)]. (7)

i From (7) we find that the spatial frequency ctf of the intensity, in a general Fresnel plane, due to

two samples in the object plane is

0~ A (8)
i This result is subject to the constraint that nd0  L, so that the points lie within the region that

defines the object, and the very important constraint that light from the two samples overlap at

3 the Freesnel plane so that interference takes place.

When D is small, so that the Fresnel plane is near the object plane, the spatial frequency Ctf

I is produced only by two closely spaced samples because light rays from widely spaced samples

do not overlapsince 0 co has f'ite values. As the Fresnel plane moves away from the object

plane, the separation between the samples that produce the cutoff frequency increases

correspondingly. When n=N, the separation between samples is (N-i)d 0=L and, by constructing

cones for both of the edge sample points of the ol-;ect in Figure 3, we note that light from these

I two points overlap only when D=F so that the maximum spatial frequency, in any Fresnel plane

between P1 and P2, is af=lAF=aco.

I
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Since the Fresnel diffraction pattern at the lens plane has at least twice the spatial extent as I
the object, but the same required sample spacing, we need at least 2N samples to accurately

measure 1(u), if we assume that the samples are uniformly spaced. For a two-dimensional object,

we require four times the number of samples required to represent the Fresnel transform and this

factor of four increases the computational burden on digital postprocessing operations.

3 The Optimum Sampling Distribution for a Maximum Capacity System I
The key to exploring other sampling strategies for Fresnel transforms lies in finding the

distribution of spatial frequencies in any plane of the system. The spatial frequency at any

position in the Fresnel plane can be obtained analytically, but it is most easily explained with the

aid of a graphical construction. Suppose that the object f(x) consists of only two samples, one

fixed at x=+L/2 while the other is free to assume any other position in P1 of Figure 1. From (8) 1
we note that the spatial frequency at any plane is proportional to the angle subtended by the two

samples as measured from the observation plane.

From Figure 3a we find that the maximum sample spacing of (N-1)do in plane P1 creates the

maximum frequency at the Fresnel plane P2 but the minimum amount of overlap. The maximum

spatial frequency is produced where the interior rays cross so that of=L/%F=aco, but the region I
of overlap is at the Fresnel plane is found from straight forward geometrical calculation as only

R=L-(N- 1)do=d0 . From Figure 3b, we find that the minimum sample spacing of do in plane P1

creates the minimum frequency at the Fresnel plane P2, in accordance with ( 8). The amount of

overlap at the Fresnel plane is, however, at a maximum value. The spatial frequency is af=d/XF

and the region of overlap is R=L-d0. I
The distribution of spatial frequencies throughout out the Fresnel plane is therefore a

function of the relative separation between samples of the object and the absolute position of the

samples in the object. Since a typical object contains samples uniformly distributed throughout 5
plane P1 , the Fresnel transform is the sum of the contributions from all samples, taken in a

pairwise fashion, in the object plane. For example, consider the response in the Fresnel plane to 3
any closely spaced pair of sample points from the object. As we see from Figure 3b, the region

I
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of overlap in the Fresnel plane P2 is always centrally located opposite the position of the pair of

samples. Samples having large separations produce higher frequencies at the Fresnel plane, but

the samples are constrained as to a small range of positions near the optical axis in plane P1 ;

hence, the region of overlap in plane P2 decreases, vanishing when the separation approaches L

as shown in Figure 3a. On the other hand, closely spaced samples can occur nearly anywhere in

plane P1 so that the region of overlap in plane P2 is large. As a result, low spatial frequencies are

present throughout the region luK, in plane P2 but high spatial frequencies exist only near the

optical axis in a region for which [ul-d 0.

We now observe an important difference regarding the distribution of spatial frequencies in

various planes in the system. In the object plane the highest spatial frequency can occur

anywhere; since we have no a priori knowledge of its position we must sample the object

uniformly. A similar argument holds for the Fourier plane so that the information in the Fourier

plane must also be uniformly sampled. However, from the ray diagram associated with Figure 3

3 Ifor the spatial frequencies in the lens plane, we see that all spatial frequencies are present in the

Fresnel plane only at u=O and that the highest spatial frequency at any position in the Fresnel

I plane decreases as lulI-L.

3 The distribution of spatial frequencies as a function of the variable u in the Fresnel plane is

found by a simple extension of the graphical solution given above. Since the range of the

3 positions of a pair of samples in the object plane decreases linearly as the spacing between

samples increases, the range of positions in the Fresnel plane containing the corresponding

I spatial frequency also decreases linearly. Hence the relationship between the maximum spatial

frequency found at any spatial position at the lens plane is simply the triangular function

a f(u) = - L]. (9)

I The maximum spatial frequency at the lens plane is therefore af(O)=L/XF when u--O and is

f(L)--0 when u--±L. The fact that spatial frequencies in Fresnel planes are not uniformly

distributed as a function of spatial position suggest that we should use a nonuniform sampling

distribution at the Fresnel plane.

I
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The optimum sampling distribution at plane P2 is a dense sample spacing near the optical

axis where the spatial frequencies are highest with an increase in the sample spacing as we move

away from the axis where the spatial frequencies are lower. From a sampling viewpoint, we can

represent the frequency distribution in an arbitrary Fresnel transform by a chirp function 5
c(u) = 1 + cos[-& (L - u)2], (10)

shown in Figure 4a. The frequency distribution of the chirp is identical to that of the Fresnel I
transform for an arbitrary object. The chirp function has its maximum frequency at u=O and its

minimum frequency at u=L; the rate of change is linear as required by (9).

The optimum sampling of the chirp function establishes the optimum sampling distribution

for the Fresnel transform at plane P2 for any object. We apply the Nyquist sampling criterion that

requires two samples per highest frequency. Since the highest frequency in the Fresnel plane, as 5
a function of u, is given by (9) or equivalently by (10), the required sample spacings are a

function of the position u. For the chirp function (10), the optimum sample spacings are shown

in Figure 4b, where alternate samples are staggered in the vertical direction for clarity. As 5
desired, the sample spacing is small near the optical axis where the frequencies are high in the

Fresnel transform, and the. sample spacing increases linearly as we move away from the optical I
axis, as required by ( 9).

The minimum sample spacing is found by noting that the phase of the chirp at u=O is

rL2AF. The width of the f'rqt half cycle of the chirp is obtained by decreasing the phase of the 5
cosine by x and solving the relationship

X 2 IrL 2

A) 
(11) 

for u: 5
u= L- L2 - AF, (12)

which is the value of the minimum sample spacing df min- We can rewrite (12) as 3
U
I
II
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u= L -L~FfZ

* 41 -Fi-&]
"--' 4°" L(13)

Thus, the minimum sampling spacing in any Fresnel plane between P 1 and P is the same as that

for the object.

The maximum sample spacing is found by noting that the phase of the chirp at u=L is zero.

The width of the next to the last half cycle of the chirp is found by incrementing the phase of the

cosine by x and solving the relationship

-- (L- u)2 = (14)

foru:

u = L- ".  (15)

The maximum sample spacing df max is found by subtracting the value of u given by (15) from

SL to find that df max=-I. As a note in passing, df max is also equal to the radius of the first

dark ring of a Fresnel zone pattern.

I Suppose that we have an object whose length is L=10Omm and whose cutoff frequency is

3 co=0.25cyclesmm so that the line bandwidth product is LBP=Laco=25 and the number of

samples required is N=50. If we were to uniformly sample the Fresnel transform, we would

3 require N=100 samples because the highest frequency is af=--co and the length of the Fresnel

plane is 2L as compared to L for the object plane. To illustrate the optimum sampling

I distribution for the Fresnel transform, we set the parameter XF=400 and find that

d0=df min=2mm and that df max= 2 0 mm in agreement with the results shown in Figure 4b. In

the sampling scheme developed here, the total number of samples needed in the Fresnel plane is

I determined by multiplying the average frequency of the chirp by the chirp length. Since the

average spatial frequency at the Fresnel plane of length 2L is 0.125 cycles/mm, we find that

I N=50. The number of samples at the Fresnel planes P2 and P3 in Figure 1 is therefore the same

as the number for the object plane P1 or the number for the Fourier plane P4. This nonuniform

I
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sampling pattern is completely independent of the exact structure of the object and therefore can n

be used in any application.

We now prove that the required number of samples is fixed at all Fresnel planes in the

system and develop the optimum sampling strategy in an arbitrary plane. We initially confine

our attention to the region between planes P1 and P2 in Figure 1. First, from the ray diagram of

Figure 3, we see that the maximum frequency is the same at all planes because at least one pr

of points in the object plane produce a spatial frequency f-aco in all Fresnel planes. The region

of overlap decreases linearly as D increases so that a smaller portion of the Fresnel domain must

be sampled with sample spacing do as we move from P1 towards P2. On the other hand, the total

extent of the Fresnel transform also increases linearly as D increases. These features are

illustrated diagrammatically in Figure 5. 1
The diagram in Figure 5 is called a space/frequency diagram because it plots the maximum m

spatial frequency as a function of position in each Fresnel plane between the object and lens

planes. At the object plane the object is regularly sampled, with sample spacing do because the 5
maximum spatial frequency aco is, in general, uniformly distributed throughout the object. As

we progress toward the plane of the lens, the space/frequency diagram becomes trapezoidal; the

central region must be uniformly sampled with sample spacing do while regions where the n
maximum spatial frequency gradually goes to zero is nonunifformly sampled. The optimum

sampling within the two end regions is found in the same way as before by appending chirp

functions with appropriate chirp rates to the central region.

The number of samples Nf in any Fresnel plane between the object and the lens plane isI

found with the aid of Figure 5 which shows the trapezoidal shaped section of the 5
space/frequency diagram between planes P1 and P2. The number of samples is the sum of the

uniformly spaced samples in the region for which lul<(L/2 -OcoD) and the nonuniformly spaced 3
samples in the outer regions of the trapezoid:

L - 20coD 40coD L
f d2d dN, (16)

0I

I
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I where 2do is the sample spacing for the average spatial frequency in the nonuniformly sampled

3 region. From (16) we find that the number of samples, when the optimum sampling technique is

used, is the same in all planes between the object and the lens, as was to be shown. We recognize

that the areas of all the space/frequency sections are equal, consistent with this conclusion.

The space/frequency diagram for the Fresnel planes between the lens and the Fourier plane

U is the mirror image of that given in Figure 4, with the lens plane being the plane of axial

symmetry. This completes the proof that the required number of samples in all Fresnel planes in

a Fourier transform system is constant, provided that the optimum sampling procedure is used

3 and provided that the Fourier transform system is structured for maximum information capacity.

4 The Sampling Strategy for an Unconstrained Imaging System

U We now extend these sampling results to all Fresnel plane in an imaging system having

3 finite magnification. We also remove the restriction that the information capacity of the system

is maximized so that the object and Fourier plane do not necessarily have the same size. A

3 general imaging system, without the maximum capacity constraint, evolves from the Fourier

transform system of Figure 1 when the object plane is moved away from the lens so that the

U image is formed at a finite distance on the opposite side of the lens. Such a system is shown in

Figure 6a for the situation where the magnification M =-2. We begin the analysis by tracing rays

for an object that has a high cutoff frequency. These rays are the same ones that formed the cone

I of light produced by the sampling function d(x) in Figure 2. The ray trace for the two edge

samples as as shown in Figure 6a is called a scissors diagram; it is helpful for quickly

I determining the boundaries of the light as it passes through the system and for easily locating the

Fourier plane. The space/frequency diagram shown in Figure 6b shows the distribution of

frequencies at various sections throughout the system. We first discuss the optimum sampling

3 distribution on the object side of the lens, followed by a similar analysis for those planes on the

image side of the lens.I

I
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4.1 The Object Side of the Lens m

The triangular space/frequency section located between the object and lens planes is the

same as that at the plane where the lens was located in the Fourier transform system of Figure 1.

For finite imaging conditions, the lens is located further away from the object plane so t.at the 3
light continues to disperse between this section and the lens plane. To maintain an optimum

sampling distribution in this region, we must modify the sample spacing obtained so far. We 1

begin by noting that the highest spatial frequency af, as given by the hyperbolic function ( 8), is m

now less than aco because these Fresnel planes are beyond the distance where the marginal rays

first cross. The angle subtended by the two edge samples therefore decreases below that needed 3
to produce the cutoff spatial frequency. The section of the space/frequency distribution is still

trapezoidal by virtue of the arguments given above, but the maximum frequency in the central I
part of the trapezoid is smaller.

A typical section of the space/frequency distribution in this region is shown in Figure 7.

The number of samples Nf in plane between the triangular section and the plane of the lens is 3
given by the sum of the uniformly spaced samples in the region for which IuI_<(-L/ 2 +0coD) and

the nonuniformly spatial samples in the outer regions of the trapezoid: m

Nf = 2(-L / 2 + OoD) + 2L = 20coD
_ _ 2_ _ d;' (17) 1

where df is the sample spacing in the uniformly sampled region and 2df is the average sample I
spacing in the nonuniformly sampled region. We use the fact that Oco=X(xco and that the sample

spacing for the spatial frequency oxf is df=XD/L in (17) to find that Nf=N, which shows that N

samples are also sufficient to represent the signal at any Fresnel plane on the object side of the

lens, even under the most general imaging condition. 5
4.2 The Image Side of the Lens

From the scissors diagram in Figure 6a, we observe that, at the plane of the lens, the angles I
subtended by the edge samples of both the object and image planes are the same, :,- required by 3
the imaging condition and by the optical invariant. Hence, there is continuity in the

space/frequency diagram across the lens plane. As we move away from the lens toward the m

I
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IIFourier plane, the sections of the space/frequency diagram remain trapezoidal, and the required

sample spacing df increases because the angle subtended by the extreme samples in the image

increases. In any of these planes, we apply the optimum mixture of uniform/nonuniform

U sampling as described above.

At the Fourier plane, the space/frequency section becomes rectangular and the sample

U spacing is
-24c, 2Faco =F

dF - -- N L (18)

which shows that the sample spacing in the Fourier plane is completely independent of the

spatial frequency content of the object; it is dependent only on the length of the object. Note that

I when we use a single lens to image the object plane with finite magnification, we cannot

necessarily achieve the conditions for optimum information capacity so that, in general, dFdo.

The sample spacing in the Fourier plane may be greater or less than do, depending on the

geometry c the system as we explore further in Section 5.

I As we progress from the Fourier plane to the image plane, the space/frequency sections

3 remain trapezoidal, while the maximum spatial frequency continues to increase because the edge

samples of the image subtend larger angles as we proceed toward the image plane, leading to the

3 higher spatial frequencies. The maximum spatial frequency continues to increase until we reach

the triangular space/frequency section. From this plane to the image plane, the sections are

I trapezoidal but the maximum frequency decreases linearly to its final value of tcoIMI, where M

is the magnification of the system. In turn, the sample spacing at the image plane is also IMId0 as

required by geometrical optics and the optical invariant.

3 5 Maximum and Minimum Spatial Frequencies

We have seen that the optimum sampling distribution in any Fresnel plane is to use a

I nonuniform sample spacing, generally combined with some regions of uniform sampling. The

question arises as to which planes require the smallest and largest sample spacings. To develop

the answer, consider the scissors and space/frequency diagrams given in Figure 8, which is the

same system configuration as given in Figure 6, except that the object bandwidth is much lower.

I
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The sample function size and spacing at the object plane is larger that that for the high 1
bandwidth system which leads to a smaller diffraction angle 0co, as represented by the cones in

the scissors diagram. Since the interior rays from the edge samples do not cross on the object

side of the lens, the space/frequency sections are all trapezoids from the object to the lens plane.

Furthermore, the maximum frequency at all planes in this region is occo. As in the high

bandwidth system, there is continuity of the space/frequency diagram across the lens plane.

On the image side of the lens, the exterior rays from the edge samples cross, leading to the 3
first triangular space/frequency section shown in Figure 8b. Between the lens and this section,

the maximum frequency increases linearly. This relationship is visualized by noting that, in

contrast to the argument given for the high bandwidth system, light propagating to the edge

sample points at the image do not overlap at the plane of the lens. If we consider the Fourier U
plane the fulcrum of the scissors and the edge samples at the image as the handles, we need to

close the scissors (i.e., move the samples closer together) until overlap occurs at the lens plane.

Once overlap is achieved at the lens plane, we more easily see that the continuity of spatial 5
frequencies across the lens plane holds. We can then open the scissors as we progress toward the

first triangular plane; at this plane the scissors are fully open. Since the angle between the U
samples increases linearly as we progress along the optical axis from the lens to the first 3
triangular section, so too does the highest spatial frequency.

As we progress between the triangular sections, we find that the spatial frequency continues

to increase in a hyperbolic fashion because the distance between the samples is fixed at IMIL

while the distance to the image plane decreases. From the second triangular plane to the image, I
we need to again close the scissors to achieve overlap; the maximum spatial frequency in these 3
planes therefore decreases linearly to its final value of czco/IMI. Note that the space/frequency

diagram for the low bandwidth object as shown in Figure 8b is completely nested within that of

the wideband object as shown in Figure 6b.

We now sharpen the qualitative results obtained so far to find the planes for which the U
highest spatial frequency is at a maximum or minimum and to quantify the magnitude of these 3

_II
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frequencies. First, it is clear that if the magnification is IMI<I, the frequency at the image plane

must be higher than that at the object plane. Based on the general description given in Section 4,

the maximum spatial frequency must be on the image side of the lens if IMI<I. The remaining

question concerns the situations when IMI>I.

Since the maximum frequency always occurs at the optical axis by virtue of ( 9), it is usefil

U to plot the maximum frequency that occurs at the axis. Consider the scissors diagram in the

E upper part of Figure 9 for a wide bandwidth object (solid rays) and a low bandwidth object

(dotted lines). As an example to quantify the spatial frequencies, consider a system which has an

object length L-1mm and is configured to provide a magnification M-2. If the focal length of

the lens is 8mm, the distance from the object plane to the lens plane is (1-1/M)F=12mm and the

distance from the lens to the image plane is (1-M)F= 24am. To find the path of the maximum

frequency at the optical axis for each plane in the system, we begin with the plot labeled B in the

lower part of Figure 9. In this case the cutoff frequency at the object plane is co--400cycles/mm

3 and the maximum frequency remains at this value until we reach the plane at which the marginal

rays first cross. From this plane to the lens plane the maximum frequency decreases, following

I the hyperbolic curve
L

af = , (19)

where D is the distance from the object plane to the plane in question. From the lens plane

I towards the image plane, the maximum frequency path follows a second hyperbolic curve-fML
a -( (20)

where D is now the distance from the plane in question to the image plane. We follow this curve

until we reach the plane where the marginal rays cross for the second time in the scissors

diagram. From that plane to the image plane the maximum frequency path follows the straight

I line to the final value of axco/IMI.

For an object with a lower bandwidth, such as that shown in path C, the general behavior is

the same as that just described. From the scissors diagram, we see that the first and second

crossover planes for the marginal rays occur closer to the lens so that the maximum frequency

I
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path spends less time on the hyperbolas. At a somewhat lower object bandwidth, such as that 3
shown as path D, the crossover planes are both on the image side of the lens. In this case the path

of the maximum frequency does not intersect the fist hyperbola so that the maximum frequency n

is the same at every plane between the object and lens planes as argued in Section 4.3. The

maximum frequency path then linearly increases until it intersects the hyperbola on the image

side of the lens and remains on this hyperbola until the plane of the second crossover is reached.

The maximum frequency then decreases linearly until the image plane is reached.

As the object bandwidth decreases, the maximum frequency path spends less and less time I
on the hyperbola. This phenomena reaches its extreme condition for path E, the condition for

which the object bandwidth is zero; the object is therefore a simple truncated plane wave. The

width of this wave remains constant, to within the approximation given by ( 5), between the 3
object and the lens. The light then begins to focus, reaching its smallest spatial extent in the

Fourier plane; it then expands to fill the image plane. This result nicely illustrates that the spatial i
frequency at the Fourier plane is completely independent of the object bandwidth; it is purely a

function of the object length. For example, the sample size at the object and image planes is

large for path E, whereas the sample spacing at the Fourier plane is always given by (18). 3
For all the object bandwidths considered so far, the maximum spatial frequency occurs at

the second crossover plane on the image side of the lens. For an object with a much higher

bandwidth, such as that shown in path A, we find that the maximum frequency shifts to the 3
object side of the lens. We now consider the general condition for which this shift occurs. The

maximum frequency on the image side of the lens must satisfy the hyperbolic relationship given 3
by ( 20). We need to find a general formula to find the distance D from the image plane at which

the crossover occurs. By tracing one of the exterior rays, we find, after considerable but I
straightforward algebraic manipulations, that the crossover distance is

D= -ML
L 20ao'
F M (21) 3

which, when substituted into ( 20), yields the result that the shift occurs when I
U
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I ______

e (I+ M) AF" (22)

UFor the parameters given above, this shift occurs when aco=500cycles/mm, which is consistent

with the results shown in Figure 9.

The maximum spatial frequency must occur in one of four possible planes: the object plane,

the Fourier plane, the image plane, or the second crossover plane where the space/frequency

diagram has a triangular section. As a note in passing, it is easy to prove that there are exactly

U two crossover planes in any system (except for the degenerate case when the object bandwidth is

at its lowest value so that the two crossover planes coalesce at the Fourier plane) and that the

second crossover plane must be on the image side of the lens. The first crossover plane may be

3 on either side of the lens, depending on the object bandwidth, and is due to the interior marginal

rays produced by two samples. The second crossover is due to the exterior marginal rays

I produced by the samples.

I It is quite simple to find the plane containing the minimum spatial frequency at the optical

axis. For low bandwidth objects, the image plane contains the minimum frequency. As the object

3 bandwidth increases, we find that the minimum frequency shifts to the lens plane; tracing the

interior rays on the image side of the lens, we find that this shift occurs when

a > M  Lc T M - 1) IF" (23)

The minimum frequency occurs at the lens plane for all object bandwidths that satisfy (23).

An analysis similar to that used in connection with Figure 9 applies for the case when the

magnification is less than one. If M=- 1/2, both the scissors diagrams and the space/frequency

3 diagrams are quite different, however, from those given in Figure 9. We cannot therefore simply

read the space/frequency diagrams from right-to-left. The reason is that we have illuminated the

3 object with collimated light so that the central rays associated with the cones that describe the

jaws of the scissors do not open and close in the same way on the object and image sides of the

lens. The central rays are always normal to the object plane whereas they pivot about the axis at

3 the Fourier plane on the image side of the lens. The even more general condition in which the

I
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illumination is divergent or convergent produces results similar to those already derived. The 3
primary difference is that the position of the Fourier plane will shift to a new position, causing

an adjustment in all the other planes for which space/frequency sections were shown; the object 1
and image plane positions are, of course, not affected by the type of illumination. The formulae i

and calculations needed to describe this even more general case are straightforward and are not

given here. 3
6. Summary and Conclusions

The optical invariant ensures that the information content in the object and image planes of i
an optical system are equal; N samples are sufficient to accurately measure the signals in these 3
planes. It is easy to show that the Fourier plane can be added to the list, since all the information

must pass thorough a restricted aperture if the object is bandlimited. In this paper, we show that 3
N samples are sufficient to sample a signal in any Fresnel plane as well, provided that a specified

nonuniform sampling distribution is followed. We show that the highest spatial frequencies in i
any Fresnel transform is concentrated near the optical axis so that the samples must be most 3
closely spaced in this region. We have shown that the highest possible spatial frequency may

occur in one or more of four planes in a generalized imaging system: the object plane, the 3
Fourier plane, the second crossover plane, or the image plane.

This nonuniform sampling is similar to the the visual system in which the region of greatest i
acuity for the eye is at the optical axis. It may have application to showing how to properly dilute

arrays in other wavelength region such as discrete element, phased arrays in the microwave

region. The optimum sampling procedure reduces the required number of samples by up to a i

factor of four, for the two-dimensional case, leading to less computations in applications such as

image restoration. i
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